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SUMMARY

“A book is a version of the world. If you do not like it, ignore it; or offer your own version in return.”
Salman Rushdie (1947 - )

“Many books require no thought from those who read them, and for avery simple reason; they made no such demand

upon those who wrote them.”
Charles Caleb Colton (1780 - 1832)

In this study, knowledge integration (KI) is all the activities by which an organization
identifies, acquires, and utilizes external knowledge. While crucial for organizations that
develop new products, KI is a complex process that is not well understood in both research
and practice. In research, we observe that the body of knowledge on KI is fragmented rather
than accumulated and that there is no shared view on KI. In practice, we observe that it is
difficult for practitioners to grasp the complexity and coherence of KI, which hinders KI
problem solving.

To address these deficiencies in research and practice, this study develops a systemic KI
model that supports the identification, explanation, and solving of KI problems that without
such model would likely remain unidentified, unexplained, or unsolved. A systemic KI model
is a conceptual ‘thinking model’ that shows the elements of KI and their relationships.
Chapter 1 of this thesis defines seven characteristics of such a model, divided in three groups:
- three structural characteristics: a KI system consists of elements, boundaries, and an

internal structure;

- two behavioral characteristics: a KI system shows differentiated patterns of activities
and interchanges between parts of the system; and

- two control characteristics: a KI system is goal-directed and evolves in the course of
time.

In order to develop such a model, this study answers three research questions.

The first research question reads ‘What theoretical and empirical material for developing a systemic K1
model can be derived from the current understanding of the KI process?” It is split up into two
subquestions: a) To what extent does the current KI literature provide sufficient theoretical
and empirical material for developing a systemic KI model? and b) To what extent does an
additional empirical study on KI provide the empirical material that is missing in the current
literature?

Concerning research question la, a cross-disciplinary literature review is conducted
covering a wide range of research fields, including organizational learning, knowledge
management, information seeking, technology transfer, and research methodology. The
results of this review are presented in Chapter 2, which invokes a little over 300 publications.
The review demonstrates that on each of the seven characteristics there is substantial work
done in terms of conceptualization and empirical research. However, there appear two
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important gaps to be filled. The first gap concerns a lack of evidence for empirical patterning
of KI activities. While some of the existing models draw on Parsons’ version of social systems
theory for the patterning of activities, empirical support is virtually lacking. Hence,
additional empirical evidence is needed for the patterning of KI activities. The second gap
concerns the problem that it would be impossible and undesirable to integrate all the
reviewed material into one systemic model. This implies that a framework is needed for
selecting parts of the collected material from the literature. It is argued that the choice for
this framework should depend on the empirical patterning of KI activities.

The identification of these two gaps comprises the answer to RQla. Consequently,
Chapter 3 reflects an attempt to fill these two gaps by means of an empirical study in the
field of new product development (NPD) in high-tech small and medium sized enterprises
(SMEs). The chapter follows a two-stage research approach, consisting of exploratory
interviews with NPD managers of 33 high-tech SMEs and a survey amongst 317 high-tech
SMEs. As a preparation for the survey, the 33 interviews provide a rich picture of how KI
instantiates in the particular context of NPD in high-tech SMEs, a confirmation of the
relevance of a systemic KI model, and examples of the language of SME practitioners
concerning KI in their specific context. Based on the outcomes and experiences of the
interviews, a questionnaire is developed in cooperation with an expert group of practitioners
and academics that participated in the European project Knowledge Integration and
Network eXpertise (KINX). After extensive pretesting with practitioners, this results in a
questionnaire containing questions on 14 KI activities. An exploratory and confirmatory
factor analysis of the results of the questionnaire provide indications for a four function
model that shows remarkable correspondence with Parsons four functions of adaptation,
goal attainment, integration, and pattern maintenance. Although the fit of the empirical
results and Parsons’ four function model is not perfect, it is concluded that, combined with
similar indications for this model in Chapter 2, Parsons’ model should be used for the
patterning of KI activities and as a framework for selecting relevant material from the
literature. Hence, the two gaps that remained after the literature review are filled by the
empirical study, implying that the first research question is answered.

After the answering of RQI, the study continues with the second research question, which
reads ‘What systemic KI model can be derived from the framing of the gathered material into Parsons’ social
system theory? The two subquestions are a) To what extent is Parsons’ social system theory
applicable to the KI context? and b) What systemic KI model can be derived from the
framing of the gathered material into the applicable part of Parsons social system theory?
The answers to these questions are given in Chapter 4.

Because Parsons’ theory is probably not well-known among some readers and has
suffered a lot of criticism, Chapter 4 elaborates on Parsons’ theory and some of its critiques.
Consequently, in order to answer RQ2, that chapter summarizes Parsons’ view with respect
to the seven system characteristics and invokes the results of Chapters 2 and 3 to develop a
systemic KI model based on Parsons theory. The result of this endeavor is a preliminary
version of a systemic KI model. Because of the preliminary nature of this model, it is not
summarized here.
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Summary

After the development of the preliminary version of the systemic KI model in Chapter 4, the
final stage of this study is an assessment and improvement of the model. The research
question guiding this final stage is: ‘What is the soundness and relevance of the developed systemic KI
model and how should it be improved?” This question is subdivided into the following two
subquestions: a) To what extent is the model sound and how can its soundness be improved?
and b) To what extent is the model relevant for KI problem solving and how can its relevance
be improved? Chapter 5 specifies the criteria against which the model is evaluated.
Concerning the soundness of the model, these are consistency, precision, and correctness.
Concerning the relevance of the model, these are manageability, fit with the problem, and
timeliness.

With respect to the soundness of the model, it is concluded after a concise discussion
that the model should be sufficiently consistent, precise, and correct for this stage of
development by the systematic way in which it is built on literature, empirical data, and a
model from social systems theory. This conclusion answers research question 3a.

The first two relevance criteria (manageability and fit with the problem) are assessed by
confronting the model with examples of KI in practice. These examples are gathered by
conducting 17 critical incident interviews in high-tech SMEs. These interviews yield 65
critical incidents of KI in practice. For both criteria, the seven characteristics of the
preliminary model are assessed with these 65 incidents. Manageability is further decomposed
into the criteria of simplicity, understandability, and practical usability. To assess and
improve the manageability of the model, it is tried to reduce its complexity by omitting parts
that do not seem necessary to model the variety of the 65 incidents. As Chapter 5 shows, the
result of this assessment is not so much a model that is simpler, but rather a model that is
better adjusted to practice. The assessment of the two remaining aspects of manageability -
understandability and practically usable form — are postponed to further research.

After the assessment of the manageability of the model, a subset of the 65 critical
incidents is used to assess and improve the model’s fit with the problem. This is done by
showing how the model could improve KI in a number of detailed KI incidents. It is
concluded that although the model has potentially a good fit with the problem, further
research is needed in which the model is used as an intervention rather than retrospectively.

Concerning the third relevance criterion, timeliness, it is argued that the model likely
can be used before and during the emergence of KI problems. It is tentatively concluded that
the model meets this final criterion. As such, this analysis provides an answer to the final
research question.

The answers to the three research questions produce the outcome of this study: a systemic KI
model that should support KI practitioners with the identification, explanation, and solving
of KI problems that without such model would likely remain unidentified, unexplained, or
unsolved. The model is presented in Chapter 6 and can be summarized as follows:

Elements of a KI system: A KI system consists of five types of elements: actors, information
technologies, non-information technologies, KI activities, and knowledge, of which the latter
is further decomposed into knowledge residing in actors, in information technologies, in non-
information technologies, and in activities.

Boundaries of a KI system: A KI system can be gradually distinguished from its environment
by means of the notions of interaction density and system barriers. Interaction is denser near
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the kernel of a system and gets gradually less dense at its peripheries until the system
dissolves in the environment. For each dyad of system elements there can exist various and
different barriers that make interaction more difficult.

Internal structure of a KI system: A KI system consists of four functional subsystems
(adaptation, goal attainment, integration, and pattern maintenance) that are, like the KI
system itself, controlled by controlling organs. Additionally, a KI system also fulfills three
knowledge functions (identification, acquisition, and utilization of knowledge) at both the
level of the KI system and the level of subsystems.

Differentiated and patterned KI activities: KI activities are patterned around the four system
functions. This means that KI activities are supposed to contribute more to one function than
to another function without being exclusively attributed to that function. This also means
that in order to fulfill a particular function, a pattern of KI activities is involved. The four
patterns are: 1) Adaptive KI: the ability of the system to be receptive to changes in or
introduced by external sources of knowledge; 2) Goal attainment KI: the ability of the system
to set and achieve goals by identifying, acquiring, and utilizing knowledge from external
sources; 3) Integrative KI: the ability of the system to develop into a coherent whole, by
dissemination and integration of external knowledge in the system; and 4) Pattern
maintenance KI: the ability of the system to create and maintain a stable and close
relationship between elements of the system. Additionally, in the model, KI activities should
be categorized according to knowledge functions. Knowledge functions are not associated
with patterns of KI activities but should be used to categorize KI activities.

Interchange in a KI system: Interchanges take place between a KI system and its
environment and within the system itself. They consist of an interchange of knowledge for
other knowledge, or for generalized media (for example, money or power). Interchanges can
be direct or indirect, the latter meaning that the interchange between two actors occurs via
at least one other actor. Interchanges are to be seen as interchange systems that, like the
functional subsystems, have their own controlling organ.

Goal-directedness of a KI system: KI activities and interchanges are directed by the goals of
the actors that perform them. The controlling organs of the KI system, of its environment, of
its subsystems, and of individual actors each may have their own goals. Goals can be
conflicting and are formulated in interaction between actors rather than by individual actors
or (sub)systems. Also, goals have intended and unintended consequences that mutually
affect the achievement of other goals.

KT system evolution: KI systems evolve, or learn, in the course of time. Learning consists of
a cognitive part and a behavioral part and can take place within functional subsystems
(functional learning) and between functional subsystems (interfunctional learning). Finally,
systems also can learn to learn (deutero learning).

Together, these seven characteristics comprise a systemic KI model that shows the
complexity and coherence of KI in practice and that appears to be able to support the
identification, explanation, and solving of KI problems that are less likely to be identified,
explained, and solved without the model. The limitations to this model and its implications
are discussed in the final section of Chapter 6.
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PhD position, based on a project proposal written by Fons Wijnhoven. The project was
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associated with a European project called Knowledge Integration and Network eXpertise
(KINX)". Not knowing anything about knowledge integration, information markets,
networks, and SMEs, I applied to this position. Some conversations, formalities, and months
later, on 1 February 2002, T worked my first hour on this project.

As can be inferred from the difference between the title of the project and the title
printed on the cover of this book, the focus of the research has somewhat changed. Initially,
the objective was to develop business models and process models for portals that could
support knowledge integration (KI). After exploring the literature and practice, we realized
that the current state of knowledge was not ready for this. An important lacuna concerned
the current knowledge on KI. There was a lot written on KI, but it was hard to make sense of
it. Our simple assumption was that when we want to support KI with a portal, we first
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The Process

During the past four years many people outside the academic world have asked me one
similar question: How on earth can you spend four years on one project? Without intending
to fully answer this question, it is perhaps interesting to illuminate four phases of a cycle that
kept me continuously busy the last years.

First of all there is confrontations. These are basically all communications with other
people about the project. The very first confrontation was me reading the project proposal
and talking to my future promotors. Later on, numerous confrontations have occurred with
promotors, advisors, peers, reviewers, and colleagues. Common to each of these
confrontations was that they have brought something new and unexpected into my project,
such as a new idea, a comment, or a problem that I did not see. These confrontations mainly
led me to rethink what I had done so far, which is where we enter the next phase.

The next phase is confusion. Usually, after a confrontation I was confused, not knowing
how to deal with the new ideas or comments, or how to solve the problems that were
mentioned during the confrontation. This phase usually already started during the
confrontation by me pondering in silence, not answering questions and looking confused.
After the confrontation it went on when I walked back home, looking but not seeing, and
during the evenings, hearing but not listening to my wife (Caroline, I'm sorry about that).
Particularly during the nights, this phase was very effective in keeping me awake. I guess that
during these phases of confusion I worked hardest and was least successful. But fortunately,
there was always a next phase.

The next phase is one of construction. Out of my confusions there were sudden feelings
of euphoria when I had a ‘Eureka moment’ or an ‘Aha-Erlebnis’ in which I found a way to deal
with the ideas or comments, or found a solution to a problem. At the most unexpected and
strangest moments I could run for a pen and paper, writing as fast as possible, but not fast
enough, in handwriting that, afterwards, even I had difficulties reading it. When I look back
now, I think that none of these moments occurred at the office. Rather they seemed to
concentrate around 4 o'clock in the morning when I was most unwilling to run for a pen and
paper.

After the construction phases, there came phases of confidence. In these phases I got
more and more confident that the solution that I found was the right one, or at least a very
good one. During these phases I could feel happy with myself, being proud that I found such
a fantastic solution. Being on top of the world, I could not imagine anymore that I did not see
the solution before, and that I had needed so much effort to find it. Even more, I sensed how
stupid the rest of the world was not to think of the solution. Also, I usually was sure that this
was the final problem that had to be solved. Fortunately, these moments lasted only until the
next confrontation took place in which I landed back on earth finding out that more
confusion was to come.

As you see, pursuing a PhD can easily keep you busy day and night, four years long by a
continuous cycle of confrontation, confusion, construction, and confidence. Whether I am
the only one going through these cycles, I don’t know. The fact is that they were there,
sometimes taking long, sometimes taking only very short. The lesson? Perhaps that a
confrontation a day keeps vanity away.
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CHAPTER 1: INTRODUCTION

“Causal thinking has been used in science for such a long time and, in certain fields, with such success that it is almost
generally considered as the scientific thinking, although it may well be only a subvariety of it. Relational thinking is
so firmly rooted a habit that the transition to system thinking is at least as difficult as the transition from a three-
dimensionalto d four-dimensional geometry”

Angyal (in Emery, 1969: 29)

“In natural science we look down for explanation, expecting that physiology will account for psychological processes,
and biochemistry for physiological processes. In social science, however, our first search should be at the more
complex system level”

Katz & Kahn (1979: 4)

1.1  Motivation and Objective

In a time where the notion of organizational networks seems to take over the notion of single
organizations (Castells, 1996; European Commission, 2002b; Knight, 2002; Powell, Koput, &
Smith-Doerr, 1996), the image of a lonesome inventor developing innovative new products is
not adequate anymore - if it has ever been. Truly, even Edison would not have invented the
light bulb without extensive cooperation with other organizations. A key possession that
Edison needed from these organizations was particular knowledge that he did not possess
himself (Hargadon, 2003; Hargadon & Douglas, 2001). This still applies to current
organizations: they need external knowledge to be innovative (Bougrain & Haudeville, 2002;
Cohen & Levinthal, 1990; Howells, James, & Malik, 2003; Hummel et al., 2001; Von Hippel,
1988). Important categories of knowledge they need are customer/market knowledge, such as
market trends and customer requirements; technological knowledge, such as properties of
materials and design concepts; and organizational knowledge, such as machine capacities
and operations management (Allen & Cohen, 1969; Ellis & Haugan, 1997; Faulkner & Senker,
1995; Olson et al., 2001). Organizations obtain this knowledge from a range of sources,
including their customers and suppliers, universities, and the Internet (Julien, 1995;
Kraaijenbrink, 2005a; White, Bennett, & Shipsey, 1982).

Accepting Schumpeter’s (1934) claim that innovation is making new combinations, it is
not surprising that organizations need external knowledge to be innovative. This claim
suggests that innovations occur when existing and new knowledge is integrated and this
results in, for example, a new product. Since knowledge is continuously changing and
depreciating (Argote, Beckman, & Epple, 1990), organizations cannot possess all the
required knowledge themselves. This implies that the effective integration of external
knowledge is a significant success factor for innovation (Rothwell, 1994), which is nowadays
recognized by a majority of companies in Europe (Murray & Myers, 1998). This process of
knowledge integration (KI) is the focal subject of this study. For the moment, we define it as all
the activities by which an organization identifies, acquires, and utilizes external knowledge. As will be
explained in the following pages, this thesis will further refine and define this process by
developing a conceptual model of it.
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Amongst the various types of organizations, the dependency on external knowledge applies
in particular to high-tech manufacturing small and medium sized enterprises (from here on
called ‘high-tech SMEs’) (Atherton, 2003). Put simply, these are companies with up to five
hundred employees designing and/or manufacturing technologically complex products,
mostly for other organizations. Besides their sheer size, SMEs are characterized by having
their ownership and management in the same hands; by often being family-owned; by
targeting for a niche rather than a dominant position in the market; and by lacking formal
management structures (European Commission, 1996). Whereas SMEs possess advantages
like flexibility and responsiveness, they do not possess the power, people, and resources that
large enterprises possess (Rothwell & Dodgson, 1994; Vossen, 1998). This makes them highly
dependent on other organizations. High-tech SMEs distinguish themselves from other SMEs
by employing more scientific and technically qualified people; by facing considerably higher
rates of product obsolescence; by investing larger sums in research and development; by
focusing more on developing new products from new technology; and by relying more on
rapid, efficient new product introductions (Clark & Wheelwright, 1993; Jassawalla &
Sashittal, 1998; Ramesh & Tiwana, 1999). Typical industries in which they operate are
electrical machinery, precision instruments, and pharmaceuticals (OECD, 2001). Within
these industries, SMEs make up for 99 % of all companies in Europe (European Commission,
2002a). Considering the importance of the new product development (NPD) process to high-
tech SMEs, the knowledge intensive nature of this process and the dependence on external
sources of knowledge in this process, K1 is of crucial importance for high-tech SMEs.

Although KI is thus crucial to high-tech SMEs, the numerous governmental initiatives
to support them in this area are an indicator that KI is not easy for them (Bessant, 1999;
Bougrain & Haudeville, 2002). For example, governments provide subsidies, give training,
found knowledge-brokering institutes and websites, and support collaboration between
SMEs and research institutes (Jetter et al., 2005). On a European level, this kind of support
has been central to the Fourth, Fifth, and Sixth Framework Program and will continue to do
so in the Seventh Framework Program (http://www.cordislu/fp7). On a national level, we
see similar initiatives within each country of the European Union. In the Netherlands, for
example, the relevance of the topic has been underlined by the grand introduction of an
‘innovation platform’ which is responsible of improving the innovative performance of Dutch
companies by a focus on knowledge valorization and knowledge use (AWT, 2003; AWT,
2004). Given this relevance of KI to NPD in high-tech SMEs and the apparent difficulty that
these companies have with KI, we have chosen to focus this study on the empirical field NPD
in high-tech SMEs.

When we look in more detail at the KI process, we can start to understand why it is not easy
to effectively integrate knowledge. For example, KI involves people with very different tasks
and competences, including research and development, marketing, and manufacturing
(Griffin & Hauser, 1992; Olson et al.,, 2001; Song, Montoya-Weiss, & Schmidt, 1997). The
substantial differences in the knowledge these people possess make that integrating their
knowledge can be very challenging. Also, KI requires a number of very different activities. For
example, the fact that useful knowledge can be diffused all over the world in companies and
industries of which the organization that needs it is unaware, asks for activities to define
what knowledge is useful and activities to find it. This can be very challenging (Leckie,
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Pettigrew, & Sylvain, 1996; Taylor, 1968). Also, knowledge is usually not simply a package
that can be sent by mail or in some electronic format. Rather, it is more common that it
requires extensive collaboration between the source and the recipient to obtain it (Groen et
al,, 2002; Ramesh & Tiwana, 1999). Finally, using the knowledge within an organization and
applying it also can be challenging. It requires, for example, activities for retention
(Szulanski, 1996) and absorption (Cohen & Levinthal, 1990; Zahra & George, 2002).

Although these activities already are a challenge in themselves, the challenge even
increases when we realize that the activities are highly interdependent. For example, to
apply external knowledge you also need to find it and acquire it. On the other hand, simply
finding and acquiring knowledge does not automatically mean that you also can apply it; this
requires additional activities, like transforming the knowledge to a usable form. Since these
activities thus are highly interdependent in practice, managers need information as to how
and why these activities are interdependent in order to be able to manage and control KI in
their organizations. Currently, however, SMEs' managers lack this kind of information; they
do not have a systematic overview of the complexity and coherence of KI (Kraaijenbrink,
Groen, & Wijnhoven, 2005). When managers do not have such overview, they can try to
affect parts of KI but without being able to estimate the effect of their actions on KI as a
whole. As a result, their attempts to solve KI problems and improve KI can be without effect
or even counterproductive (Okhuysen & Eisenhardt (2002).

The proposition of this thesis is that a systemic KI model will provide the overview of KI
that is currently lacking and hindering KI problem solving. Put simply, a systemic KI model
is a conceptual model of KI that shows how KI is a connected whole of interrelated people,
technology, activities, and knowledge. As such, a systemic KI model can provide a manager
with the overview that is needed to manage and control KI in his’ organization. We believe
that such a model is a necessary and complementary means for improving KI next to existing
initiatives such as those mentioned above. How such model will contribute to the
improvement of Kl is explained in detail in Subsection 1.3.1.

When we look in the literature, a systemic KI model is currently not available. As we
discuss in more detail in Subsection 1.3.2 and in Chapter 2, there is much known about parts
of KI, but this has not accumulated into a coherent systemic model that shows how these
parts are related. The objective of this study is to fill this gap in the literature by developing a
systemic KI model. Before we explain in more detail why and how such model is a
contribution to practice and theory, the next section first elaborates on the question as to
what it means to develop a systemic KI model. This is done by characterizing KI as a system
(Subsection 1.2.1) and by specifying the type of model a systemic KI model is (Subsection
1.2.2). The reader familiar with systems theory might want to skip Subsection 1.2.1.

1.2  Targeted Outcome

The notion of a systemic model roots in systems thinking. The credo of systems thinking is
that the whole is more than the sum of its parts. This is because “[..] interaction among the
parts can be understood only through laws of interaction that are not purely deducible from

} Wherever we use the term ‘he’ or ‘his’ without referring to a particular person, it can be replaced with
‘she’ or ‘her’.
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a knowledge of the attributes of the parts (units) alone” (Dubin, 1978: 265). Systemic
research approaches can be found in various research disciplines under labels including
system science, system theory, general system theory, systems research, and cybernetics.

Systems thinking differs substantially from the mainstream explanatory research and is
even claimed to require a complete shift of mind (Emery, 1969; Senge, 1990). Also, systems
thinking has been criticized for a long time, for example for being a myth, being too vague,
ignoring the particular, being speculative and untestable, and being an ideology rather than a
science (Lilienfeld, 1978), which may be reasons why it is currently out of fashion (Skyttner,
1998). Exactly because systems thinking is different from mainstream research, is being
criticized, and is currently out of fashion, it is necessary to elaborate rather extensively on the
key notions of systems thinking. On the following pages we will step-by-step specify the
type of system under study (Subsection 1.2.1) and the type of model that we aim to develop
(Subsection 1.2.2). Subsequently, Section 1.3 will discuss how such model can provide a
practical and scientific contribution to KI.

121 OnKIasaSystem

As Ackoff puts it “[...] we can define a system broadly and crudely as any entity, conceptual
or physical, which consists of interdependent parts” (in Emery, 1969: 332). What this means
in more detail and in the context of KI, is discussed below. The subsection starts with a
characterization of systems thinking as an alternative to ‘relational thinking’. Thereafter, the
subsection gradually outlines the character of a KI system by categorizing it respectively as
an open system, a complex system, a social system, and an aspect system. The subsection
ends with a short note on the type of interconnections between system elements that are
considered in a KI system.

Systems Thinking

One of the first references to systems thinking as an important way of thinking for research is
made by Angyal in 1941 (Emery, 1969). Angyal compares systems thinking to relational
thinking of which the latter is core to explanatory research. Relational thinking considers the
direct relation between two and only two elements. In a system, however, “[...| the members
are, from the holistic viewpoint, not significantly connected with each other except with
reference to the whole” (Emery, 1969: 22). Angyal describes the difference between systems
thinking and relational thinking as follows:

“In the recent past there has been much rather inconclusive discussion concerning the possibility of two

different processes of knowing: explanation and understanding. I am referring here to the discussion of the

problem, erklirende und verstehende Psychologie. The difference between the two concepts, as they have been

used in the dforementioned discussion, is probably that explanation refers to relational thinking,

understanding to system thinking. Relational thinking aims at the establishment of the direct connexion

between two objects. For instance, in the study of causation one has to find for member a (effect) a second

member b (cause) with which it is necessarily connected. In causal research the task is to single out from a

multiplicity of data pairs of facts between which there is a necessary connexion. In system thinking the task is

not to find direct relations between members but to find the superordinate system in which they are connected

or to define the positional value of members relative to the superordinate system” (Angyal, 1941, in Emery,
1969: 24).
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Summarizing Angyal’s view, the key difference between relational thinking and systems
thinking is that the first focuses on direct relations between two ‘members’ of the system,
while the latter focuses on the members’ positional value in the system.

As a response to the credo of systems thinking, Angyal remarks that the whole is not
only more than the sum of its parts; it is also different from it. Angyal argues that “In
aggregates it is significant that the parts are added; in a system it is significant that the parts
are arranged” (in Emery, 1969: 26). Also, Angyal argues that for wholes not the inherent
qualities of the parts are important, but their position in the ‘superordinate’ system.
Moreover, systems exist independent of their respective elements. Angyal explains this by
means of an example of a melody: when you play a certain melody and consequently play it
one octave higher, the system (the melody) remains the same while none of its parts (the
notes) are the same. Katz & Kahn (1966) put is as follows: “System theory is basically
concerned with problems of relationships, of structure, and of interdependence rather than
with the constant attributes of objects” (Katz & Kahn, 1966: 18).

As the purpose of this study is to develop a systemic KI model, it is important to keep in
mind these differences between systems thinking and relational thinking and between
systems and aggregates throughout this thesis.

KI as an Open System

Von Bertalanffy (1950) introduced the concept of an open, living system as opposed to a

closed system. While closed systems eventually attain a ‘time-independent equilibrium

state’, Von Bertalanffy observed that in many living systems this does not happen. Rather,
these systems attained a ‘steady state’ where the system “[...] remains constant as a whole and
in its phases, though there is a continuous flow of the component materials” (Von

Bertalanffy, 1950: 23). Considering that KI concerns the integration of external knowledge, we

can categorize a KI system as an open system. Open systems are argued to posses each of the

following ten characteristics (Katz & Kahn, 1979):

1. Importation of energy: Open systems import some form of energy from the external
environment. Energy, in this sense, is to be interpreted broadly, as any inflow from the
environment that is transformed by the system. Translated to the KI context of this
study, this suggests that a KI system imports knowledge from its environment.

2. Through-put: Open systems transform the energy available to them. Hence, a KI system
will transform the knowledge it imports.

3. Output: Open systems export some product into the environment. Thus, a KI system will
export something to its environment, for example, applicable knowledge to the new
product development process.

4. Systems as cycles of events: The pattern of activities of the energy exchange has a cyclic
character. The product exported into the environment furnishes the sources of energy
for the repetition of the cycle of activities. This is explicitly stressed by Senge (1990). An
example in the KI context is when two SMEs cooperate during NPD and mutually
exchange knowledge.

5. Negative entropy: By importing more energy than it expends, an open system can store
energy and thus can acquire negative entropy. For this study, this suggests that part of
the knowledge that is imported from the environment is stored in the high-tech SME.
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6. Information input, negative feedback, and the coding process: The inputs into open systems
consist not only of energetic materials, which become transformed or altered in the work
that gets done. Inputs also are informative in character. These inputs are used for the
self-control of the system. This aspect of open systems is stressed in the field of
cybernetics (e.g. Ashby, 1956; Beer, 1972). In the context of this study, this means that
next to knowledge for NPD, also knowledge is imported for controlling KI.

7. Steady state and dynamic homeostasis: The importation of energy to arrest entropy operates to
maintain some constancy in energy exchange. The basic principle is the preservation of
the character of the system. This also concerns the preservation of the boundaries of the
system. When translated to this study, this means that a KI system is most of the time a
system in a steady state with a relatively constant exchange of knowledge with its
environment.

8.  Differentiation: Open systems move in the direction of differentiation and elaboration.
Diffuse global patterns are replaced by more specialized functions. For KI, this suggests
that, in the course of time, the KI system becomes more and more differentiated into
specialized KI subsystems.

9. Integration and coordination: As differentiation proceeds, it is countered by processes that
bring the system together for unified functioning. Integration is the achievement of
unification through shared norms and values; coordination is the addition of various
devices for assuring the functional articulation of tasks and roles. Hence, in the course of
time, KI systems ask for more coordinative actions.

10. Equifinality: Open systems are characterized by the principle of equifinality (Von
Bertalanffy, 1950). According to this principle, a system can reach the same final state
from differing initial conditions and by a variety of paths. For KI, this suggests that there
are more paths (e.g., patterns of activities) towards the same goal.

While it is common knowledge nowadays that social systems — including organizations - are
open systems, the notion of ‘openness’ is not without problems. A system that would be
completely open would be indiscernible from its environment; it would not be a system
anymore. As a solution to this issue, Maturana & Varela (Maturana & Varela, 1992; Varela,
Maturana, & Uribe, 1974) have developed the notion of autopoetic systems, which are
systems that are ‘at the same time closed and open’. An autopoetic system is closed with
respect to its operations and control. It follows a circular logic of self-creation, self-
organizing, and self-preserving. It is open with respect to its input and output of materials
and energy from and to the environment. It is however the system itself that determines how
the environment affects the system. We believe Maturana & Varela’s definition of system
openness complements rather than contradicts Katz & Kahn’s characterization of open
systems. While there are differences in their further operationalizations and focus (e.g. the
notion of autopoetic systems refers to systems from a perspective within the system, while
the notion of an open system refers to systems from the perspective of an outsider), we
believe it is sufficient for this study to keep in mind KI as an open system that emerges from
the descriptions above.
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KI as a Complex System

Besides being open systems, KI systems also are complex systems. What this means becomes

clearer when we consider Boulding’s (1956) attempt to develop a ‘general systems theory’.

Boulding distinguishes nine cumulative levels of system complexity:

1. Static system or ‘framework’, providing the geography and anatomy of the universe. An
example is the arrangement of atoms in a molecule;

2. Dynamic system or ‘clockwork’, providing the predetermined and necessary motions. An
example is the solar system;

3. Cybernetic system or ‘thermostat’, the system will move by itself to any given
equilibrium. An example is a temperature regulating thermostat;

4. Open system or ‘cell’, the system is self maintaining and provides a throughput of some
form of material. An example is a river;

5. Genetic-societal system, or ‘plant’, the system is differentiated into mutually dependent
parts. An example is a tree;

6. Information receiving system or ‘animal’, characterized by increased mobility,
teleological behavior, and self-awareness. An example is a mammal;

7. Self-consciousness (reflective) system or ‘human’, the system is able to reflect its
behavior, it is able to interpret symbols. Examples are individual persons;

8. Social system or ‘organization’, consisting of a set of roles tied together with channels of
communication. An example is a firm;

9. Transcendental system, providing absolutes and inescapable unknowables that exhibit
systematic structure and relationships.

As Boulding argues, social systems, including organizations, are amongst the most complex

systems to be imagined (level 8). Considering that one level of complexity systems possess all

the properties of systems at lower levels of complexity, we can characterize complex systems

by summarizing the characteristics of the various levels. For the purpose of this study, we are

not so much interested in the nine levels themselves. More important is the step-by-step

picture from a social system — and thus a KI system - that emerges from them. For example,

Bouldings’ classification illustrates that a KI system is not simply like a thermostat that will

move itself towards a pre-defined equilibrium. Rather, a KI system consists of humans who

communicate and reflect and have particular roles.

Before we move on to further characterizing K1 systems as social systems, we need to address
one further characteristic of complex systems. This is the notion of system hierarchy. As
Simon has observed, complex systems have a hierarchical structure (Agre, 2003; Simon,
1996). It is important to realize that Simon’s use of the word ‘hierarchy’ is different from its
common use. In its common use, the word ‘hierarchy’ refers to the chain of command in
organizations, where higher levels control lower levels. In systems theory, however, hierarchy
means something different in that it concerns aggregation rather than control. Put simply, it
means that complex systems are ‘near-decomposable’ into interdependent subsystems. Thus,
a hierarchical system consists of subsystems that have an internal cohesion that is greater
than the cohesion between subsystems. For example, a university can be decomposed into
relatively autonomous schools, which can, in turn, be decomposed into relatively
autonomous departments. In this example, there are three levels of aggregation (university,



TOWARDS ASYSTEMIC M ODEL OF KNOWLEDGE INTEGRATION

schools, and departments) of which each level represents the complete university. In this use
of the word ‘hierarchy’ there is thus no control involved.

In systems theory, control is conceptualized in another way. To conceptualize control,
De Leeuw (2000) distinguishes between a controlling organ (CO) and a target system (TS).
It might be useful to remark at this place, that control in systems theory does not imply a
strict determination of a TS by a CO, or a close monitoring and regular checks as in
accounting. Rather, control means simply any manner of directed influence (De Leeuw &
Volberda, 1996). As appears from the word ‘directed’, a CO gives direction to the TS. In other
words, it provides the goals for the TS. Also, it ‘influences’ the TS towards the achievement of
these goals, which means that it tries to change the TS such that it will achieve its goals.
When we return to the example of the university, the university, schools, and departments
can be seen as TSs that each are controlled by different COs. In case of the university, these
COs are relatively external to the TSs: the university is controlled by a rector or governing
body, the schools by a dean or management team, and the departments by a department head.
In this case, the COs are subsystems, separate from the TSs. It is however not necessary that
the TSs are separate subsystems. A concrete system also can be a CO and a TS at the same
time. This is the case, for example, in a design team where persons perform and control their
design tasks simultaneously. Also, as De Leeuw remarks, the roles of TS and CO can be
exchanged. An example is when we consider the university department as a CO controlling
its department head.

The concepts of system hierarchy and control are depicted in Figure 11, which
represents two levels of a hierarchical KI system. More levels of aggregation could be added
(for example, a KI ‘supersystem’), but to keep Figure 1.1 readable, we limited it to two levels.
In the figure we see that TS 1 consists of four subsystems (1a - 1d) having their own COs (1a -
1d). On its turn, TS 1is controlled by CO 1. Throughout this thesis we will see how explicitly
distinguishing hierarchy from control is helpful in analyzing KI.

KI controlling organ 1

KI target system 1

KI controlling KI controlling KI controlling KI controlling
organ 1a organ 1b organ 1c organ 1d
KI target KI target KI target KI target

system la system 1b system 1c system 1d

Figure 1.1 KI as a hierarchical system and its controlling organs

KI as a Social System

While the notion of an open and complex system applies to fields including biology and
psychology, we can further fit systems thinking to the purpose of this study by categorizing a
KI system as a social system. Although there have been, and still are, severe debates about the
characteristics of social systems amongst influential sociologists (e.g. Parsons, Luhmann,
Habermas, and Merton) and their followers and critics (e.g. Alexander, Wearne, Savage, and
Kiinzler), there seem to be some common characteristics to all social systems. Katz & Kahn
formulate them as follows: “All social systems, including organizations, consist of the
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patterned activities of a number of individuals. Moreover, these patterned activities are
complementary or interdependent with respect to some common output or outcome; they
are repeated, relatively enduring, and bounded in space and time.” (1966: 17). In this summary
of a social system we find the following characteristics of social systems:

L

Social systems consist of the patterned activities of a number of individuals. Simply put,
an activity can be anything that somebody does with a purpose or from his own
initiative (as opposed to behavior that is purely reactive like in a stimulus-response
relationship, (Coleman, 1986)). Other terms that are used to refer to activities are
‘action’, ‘act’, ‘unit act’, and ‘event’. The importance of activities rather than things in a
social system theory makes some scholars even refer to it as a theory of action (Parsons,
1977). When we accept that a KI system is a social system, this suggests that a KI system
consists of KI activities performed by a number of individuals.

The fact that social systems consist of patterns of activities rather than things makes
that, unlike biological systems, social systems have no anatomical (physical) structure.
Rather, the structure consists in the patterns of activities and in their interactions
themselves (Katz & Kahn, 19797, Luhmann, 1995). This implies that the structure of a
KI system is formed by patterns of KI activities. A KI subsystem, then, exists of
particular patterns (or at least one pattern) of KI activities.

Social systems (and their subsystems and individual actors) are directed towards certain
goals. This means that the patterns of activities are performed to achieve one or more
goals. However, “The fallacy here is one of equating the purposes of goals of
organizations with the purposes and goals of individual members” (Katz & Kahn, 1966:
15). For a KI system this means that the system, its subsystems and its individual actors
have goals that are at least to such extent congruent that they lead to some common
output.

Sommerhoff (in Emery, 1969) discusses two additional characteristics:

4.

Social systems have multiple levels. The notion of system applies, for example, to the
level of small groups, organizations, and society. This implies that social systems are
recursive. For example, at any level, we can distinguish target systems and controlling
organs. We have explained this above when we discussed the hierarchical nature of KI
asa complex system.

Finally, in every social system there seems to be a process of adaptive change, in which
the system adapts itself to changing internal or external influences. This process is also
called ‘learning’ (e.g. Sommerhoff in Emery, 1969). Since in a social system there is no
physical structure, social systems can change faster and more than, for example,
biological systems. The basic driver behind change is supposedly the maintenance of the
integrity and continuity of the system itself (Selznick, 1948). For KI, this means that a KI
system constantly has to consider change in order to deal with internal and external
pressures.

While human actors play an important role in organizations, they are not the only players.
Organizations also consists of technologies (Emery, 1993). Simply put, technologies, in the
meaning it is used here, are the non-human objects of a system. They are artifacts like
machines and materials (Ackoff, in Emery, 1969: 333; Emery, 1993). A field that particularly
addresses the interplay between these two types of system elements is that of socio-technical



TOWARDS ASYSTEMIC M ODEL OF KNOWLEDGE INTEGRATION

systems theory. Originating from the Tavistock Institute and concentrating on work
redesign, Trist and Emery have developed the notion of a socio-technical system. Later on,
the notion of a socio-technical system has been further elaborated upon by scholars including
Senge (learning organization, Senge, 1990), Latour (actor-network-theory, Latour, 2005), and
Giddens (structuration theory, Giddens, 1984). The core idea of socio-technical systems is
that different social systems can effectively operate the same technology (Emery & Trist,
1960). Trist & Emery argue, “The technological component has been found to play a key
mediating role and hence it follows that the open system concept must be referred to the
socio-technical system, not simply to the social system of an enterprise” (Emery & Trist,
1960: 86). From this we take that KI activities are performed in interplay between human
actors and technology and that a KI system consists of three types of elements: human actors,
technology, and activities. Throughout this thesis we will see what this means for a systemic
KI model.

KI as an Aspectsystem

So far, we have built up the image of a KI system as a social system. However, it is obvious
that a KI system does not concern all aspects of a social system; otherwise there would be no
need to call it a KT system. Hence, a KI system concerns only one aspect of a social system: the

KI aspect. While this seems trivial, this has important consequences for how we treat it as a

system. To understand the idea of an aspectsystem, it is useful to distinguish it from a

subsystem and a phasesystem, which are three distinct ways of distinguishing partsystems of a

system (De Leeuw, 2000):

- A subsystem is limited to part of the collection of system elements, but considers all types
of relations between these elements. An example is concentrating on the sales
department of an organization.

- A phasesystem considers all elements and relationships of a system but is limited to a
particular timeframe. An example is concentrating on the organization in the short term.

- Anaspectsystem considers all elements of the system, but is limited to particular type(s) of
relationships. An example is concentrating on power relationships within the
organization.

Hence, as aspectsystem, a KI system considers all elements of a concrete system, but is

limited to the knowledge aspect of this system. An important consequence of looking at KI in

this way is that knowledge also is seen as an aspect of a concrete system rather than as a

separate object within a concrete system. In order to avoid ambiguity in this study, we

specify this view on KI systems somewhat more at this place.

Above, we have identified three elements of a KI system: activities, human actors, and
technology. The core of a KI system is formed by KI activities. KI activities are those activities
of which knowledge is the object. Hence, these activities change some property of
knowledge, like its location or its level of codification. These activities are performed by
actors having roles as, for example, knowledge seekers, knowledge sharers, and knowledge
users. Dependent on the level of analysis, these can be individual actors or collectives (in both
cases we refer only to human actors). In order to perform activities, actors use technologies like
computers and pencils. When a KI system is considered as such, knowledge is an object
within a particular aspectsystem (the KI system). On its turn, we consider knowledge to be

10



Chapter 1: Introduction

an aspect of a concrete system. This concrete system also consists of actors (e.g. in roles as
engineers and marketeers), technology (e.g. machines and working place), and activities (e.g.
drilling a hole and welding two pieces of metal). Since we are only interested in the
knowledge aspect of these actors, technology, and activities, we consider them as knowledge
carriers within the KI system. This is depicted in Figure 1.2, which should be read from top to
bottom.

A KI system is a system consisting of

0 and Technology
performing

| KI activities
/ [

on knowledge that resides in a system consisting of

4 v N

Figure 1.2 A KI system as an aspect system

On Interconnections

Above, we have discussed the types of elements which comprise a KI system. What however
has remained somewhat unclear is how they comprise a system. This concerns the question
as to how these elements are connected. When we invoke some of the discussions from above,
it is clear that the various scholars do not deal with the connectedness of system elements in
the same way. For example, while Dubin (1978) speaks of interaction, Ackoff (in Emery,
1969) speaks of interdependence, and De Leeuw speaks of relations (De Leeuw, 2000). Also,
different types of connectedness are sometimes used interchangeably. An example is Katz &
Kahn (1966) who use the terms interdependence, relationships, exchange, complementarity,
and interactions without explicating their similarities and differences. Finally, it is clear from
ongoing debates in sociology that there is no agreement what should be the central concept
of interconnections in social systems: some say communication, others say exchange
(Habermas, 1987; Johnson, 1973; Kiinzler, 1989; Luhmann, 1977; Parsons, 1961).

In this study, we have no intention to conclude any of the ongoing discussions on
interconnections between system elements. Neither will we fully take account of all the
possible types of connectedness that exist between elements of a KI system. Rather, based on
our short discussion on autopoetic systems, we will distinct two types of interconnections
that appear to be relevant to this study: connections between KI systems, and connections
within KI systems. In the first case we see a KI system as a black box where we are only
interested in its inputs and outputs. As we will explain further in Chapter 4, in this case the
central concept of connections is an interchange. Put simply, this means that system A
receives something from system B and system B receives something in return. In the case of
connections within a KI system, we open up the black box in order to see how the system is
realizing its output and how it is maintaining itself. As mentioned earlier, this concerns the

11
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patterns of KI activities that lead to the output of a KI system. In this case, the elements of a
KI system are connected by their contribution to a common output.

We have argued before that a KI system is recursive. This implies that connections
between KI systems at one level are connections within a KI system at a higher hierarchical
level. Hence, it might seem strange that we have distinguished two types of interconnections.
We have done this, however, since we believe that when we focus on a particular hierarchical
level, the two types of interconnections are the most relevant ones to consider at that level.

122 OnaSystemic KI Model

In the previous subsection, we have discussed KI systems to explain the reader what it means
to regard KI as a system rather than a collection of standalone activities. The objective of this
study, however, is to develop a systemic model of KI. This subsection will classify and
characterize such model and specify evaluation criteria for it. After this, Section 1.3 will
return to the problem addressed in this study by elaborating how such model is to contribute
to research and practice.

Type of Model

Generally speaking, a model is “a system resembling (the relevant aspects of) another system

(or class of systems) that is to be studied, controlled, or designed” (De Leeuw, 1999: 201).

Bertels & Nauta (1969) distinguish three types of all possible models:

1. Empirical models: consisting of concrete entities (objects). An example is a scale model
of a building.

2. Conceptual models: consisting of conceptual entities (concepts). An example is
conceiving the human brain as a computer.

3. Formal models: consisting of formal entities (signs). An example is a formula for
gravitation.

Conceptual models are further specified into a) theoretical models, modeling an empirical

system; and b) realization models, modeling a formal system. The systemic KI model that is

targeted at in this study is a conceptual model, or more specifically, a theoretical model.

Parsons explains this as follows: “An empirical system, then, is a body of presumptively

interdependent phenomena to which a given abstract analytical scheme is presumptively

relevant” (Parsons, 1961: 32). A systemic KI model is a conceptual model of KI in practice.

A further characterization of the systemic model to be developed in this study is by its
function (or purpose). In this study, we will develop a ‘thinking model’ (Bertels & Nauta,
1969) or ‘lens’ (‘kijkmodellen’, De Leeuw, 1999). They are used as lens to look at a particular
phenomenon. These models direct the selection and interpretation of relevant facts and often
they provide a comprehensible overview of phenomena (Bertels & Nauta, 1969: 119). Hence,
the systemic KI model to be developed in this study is a conceptual thinking model that is
based on the analogy of a system and that is used to select, interpret, and organize KI
phenomena.

In order to further specify a systemic KI model it also is helpful to compare the notion of
a (systemic) model to the notion of a theory. While some philosophers use the terms
interchangeably (e.g. Dubin, 1978), we believe that for the particular type of model of this
study the difference is relevant. According to Bunge “[..] scientific theories deal with [..]
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models that are supposed to represent, in a more or less symbolic way and to some
approximation, certain aspects of real systems [..]” (Bunge, 1998a: 439). Or put in other
words “A theory as a whole refers to a system or, rather, to a class of systems, and the model
involved in the theory represents the system” (ibid, original italics). Hence, a systemic KI
model is a model that represents KI in practice and that can be used in theories of KI. In this
view, a systemic KI model it is not a theory itself.

Characteristics

A systemic model as typified above is a system of interrelated concepts that refers to some
empirical phenomenon (Bunge, 1998b). While this applies to all conceptual models, it is the
type of concepts and interrelationships that make a model a systemic model. These concepts
have been mentioned in the elaborations on KI as a system in Subsection 1.2.1. Below, we will
summarize and organize them. As mentioned in Subsection 1.2.1, the central concept of a KI
system is the concept of a KI activity. However, KI activities do not occur in isolation. Hence,
we need additional concepts to model a system of activities. It is common amongst authors in
systems theory to distinguish between the structural characteristics of a system, its
behavioral ~characteristics, and its control characteristics. While the structural
characteristics indicate what a KI system is, the behavioral characteristics indicate what a KI
system does, and the control characteristics indicate what a KI system should be and do. Based
on the elaborations on the concept of a KI system in Subsection 1.2.1 we can now provide
each of these three types of characteristics of a systemic KI model. With respect to the
structure of a KI system, a systemic KI model should recognize

a.  that a KI system consists of actors and technology that together perform KI activities on
knowledge; in the remaining part of this thesis we refer to these as the elements of a KI
system.

b. that a KI system has boundaries. Since it concerns an open system, the model also should
recognize that these boundaries are permeable. We will refer to this as the boundaries
of a KI system.

c. thataKI system is part of a supersystem in which it has a function and that the system is
composed of functionally distinct partsystems (with at the lowest level individuals)
having different functions in the system. We refer to this as the internal structure of a
KI system.

With respect to the behavioral characteristics of a KI system, a systemic KI model should

recognize

d. that within a KI system, KI activities are differentiated and patterned into several
functions. Part of the activities of the system is used to transform inputs into outputs
and part of the activities of the system is used for the maintenance of the system, which
includes the preservation of the system boundaries. We refer to this as the patterned
activities.

e. that a KI system interacts with other systems, usually in a cyclical way. These can be
other KI systems, other types of systems (e.g. the manufacturing system within a firm).
This implies the recognition that parts of the system are interdependent; they cannot do
without each other. This is referred to as interchange.

13
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Finally, concerning the control characteristics of a KI system, a systemic KI model should

recognize

f.  that a KI system is goal-directed; it has a purpose in itself (in the supersystem);
moreover, it should also recognize that KI subsystems and individual actors have goals
themselves, which might not be congruent with the goal of the system. We refer to this
as goal-directedness.

g. that a KI system evolves. Since a KI system is open it interacts with its environment and
adapts to changes imposed by the environment and by internal tensions. The system as a
whole is moving towards a ‘steady state’ This includes the recognition that a KI system
exhibits a form of self regulation. We refer to this as evolution.

Throughout this thesis, we will use these seven characteristics to describe a systemic KI
model. It is good to realize here that they are characteristics and not separate parts of KI. For
example, the structure of a KI system instantiates in patterns of KI activities. KI should be
seen as a dynamic whole in which actors try to achieve their goals by performing KI activities
and using technologies. The seven characteristics systematically highlight different aspects of
this whole.

As argued before, systemic models can be developed at different hierarchical levels,
including the level of groups, organizations (as a system level, not necessarily related to
legally distinct organizations), and societies. As mentioned in Section 1.1, the empirical
context on which this study focuses is KI in high-tech SMEs. Hence, the focus is clearly not
on KI at the level of societies. Consequently, we will leave levels higher than the level of
organizations out of consideration in this study.

Evaluation Criteria

With these seven characteristics we have specified what a KI model should cover in order to
be a systemic model. However, we do not target just any systemic KI model. Rather, we also
want the KI model to be a high-quality model. This implies that it should fulfill certain
criteria. While there exists a repertoire of research criteria (e.g. falsifiability, validity,
reliability, and generalizability), there is substantial doubt whether these criteria are
sufficient, or even appropriate for evaluating a systemic model or any other type of
conceptual model (De Leeuw, 1999; Jarvie, 1973). For example, instruments like SWOT
analysis, Porter’s five force model, and the balanced scorecard of Kaplan & Norton are
conceptual models that are appreciated in practice but the criterion of falsifiability is
certainly problematic (cf. De Leeuw, 1999). But should we therefore abandon these models?
We believe not. Rather, we should find more appropriate criteria to evaluate such models.

De Leeuw (1999) provides a set of such criteria, which we will adopt in this study.
According to De Leeuw (1999), the quality of conceptual models is mainly to be judged by
their usefulness for studying, controlling, or designing other systems. Usefulness is further
decomposed into soundness and relevance. Soundness refers to a carefully defined domain of
validity and rigorous foundations of the maintainability of the specific claim that is attached
to the model. It is decomposed into correctness, consistency, and precision. Relevance refers
to the reporting of where and how the model is fulfilling the knowledge need. It is further
decomposed into manageability, fit with the problem, and timeliness. Since the exact
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operationalization of these criteria depends on the evaluation method, we postpone a further
discussion to Chapter 5, in which the systemic KI model will be evaluated.

Similar types of criteria can be found in the field of design science. While the focus of
that field is mostly on the design of artifacts and not on conceptual models, the types of
criteria that are used are similar. For example, Hevner, March, & Park (2004) mention the
following criteria: utility, quality, efficacy, functionality, completeness, consistency, accuracy,
performance, usability, fit with the organization, ‘and other relevant quality attributes’.
However, since De Leeuw’s set of criteria particularly addresses conceptual models and since
it is a structured set of criteria, we prefer it above Hevner, March, & Park’s illustrative list of
criteria.

1.3 Targeted Contribution

The preceding two sections have characterized the problem addressed in this study and the
targeted outcome of this study - a systemic KI model. This section discusses how a systemic
KI model is to contribute to the solution of the practical KI problem introduced in Section 1.1
and what scientific contribution a systemic KI model can make. In general, the contribution
of a systemic model is that it is an “[..] analytical tool. It ensures that nothing of vital
importance is inadvertently overlooked, and ties in loose ends, giving determinacy to
problems and situations. It minimizes the danger, so serious to common-sense thinking, of
filling gaps by resort to uncriticized residual categories” (Parsons, as quoted by Savage, 1981
146). In Subsections 1.3.1 and 1.3.2, respectively, we will discuss how a systemic KI model is
to make this contribution to KI practice and KI research.

131  Contribution to Practice

We can summarize the practical KI problem as discussed in Section 1.1 by stating that KI is a
complex process of interconnected activities of which managers do not have a sufficient
overview to manage and control it effectively. As the empirical field in which this study
investigates KI is the field of new product development in high-tech SMEs, the problem
owners are managers of high-tech SMEs. Now, after our discussions on KI as a system, we
can further specify the problem owners. In Subsection 1.2.1 we have argued that a KI system
is controlled by a controlling organ (CO). In this study, it is this CO that is considered to be
the problem owner. While it seems likely that SMEs managers will have a role in this CO,
this is not necessarily the case. The CO of a KI system also can consist of, for example, a
project manager, an R&D manager, or a team of employees involved in NPD. When we
return to the problem that was described in Section 1.1, it is thus the CO that does not have a
sufficient overview of the KI system to control it as effective as it could be done.

The role of a systemic KI model in controlling KI can be specified by considering control
as a problem solving process. In the literature, both control and problem solving are
associated with attempts to achieve a desired end (Smith, 1989; De Leeuw, 2000). From this
perspective, control and problem solving are similar. We have chosen the problem solving
process to explain the role of a systemic KI model, because we believe it describes better the
different ways the model can be used than the control process does. Hence, the systemic KI
model developed in this study should be an instrument supporting KI problem solving.

15



TOWARDS ASYSTEMIC M ODEL OF KNOWLEDGE INTEGRATION

Based on existing conceptualizations of problems, we assume that a KI problem is an
undesirable situation in a KI system that is significant to and may be solvable by the CO of
that KI system, although probably with difficulty (Agre, 1982; Smith, 1989). From the
literature on problem solving (e.g. Smith, 1989), we take that KI problem solving consists of
three interdependent tasks: problem identification, problem analysis, and problem solution.
We believe that the systemic KI model targeted in this study can facilitate each of these three
tasks. This is depicted in Table 1.1 and described below.

Problem identification leads to the perception of a problem (Smith, 1989). In the course
of time, people develop certain patterns of working. When major problems arise in these
patterns, these problems will be perceived. However, when problems arise gradually, the
patterns will continue to exist and the problems will remain unnoticed (Senge, 1990). There
is no reason to believe that this principle does not apply to gradually emerging KI problems.
We assume that these will remain unnoticed for a long time, until it is perhaps too late to
solve them. The first potential contribution of the systemic KI model concerns the perception
of these gradually emerging KI problems. A systemic KI model provides practitioners with a
way of looking at their organization. Because the model is supposed to cover the KI system in
its entirety, the model facilitates practitioners to look at more things than they would look at
without the model. As such, the model is used as a descriptive instrument: it describes the
static and dynamic characteristics of KI in practice. When the model is used as a descriptive
instrument, this hypothetically leads to earlier KI problem detection or the detection of more
KI problems.

Problem analysis leads to a definition, a conceptualization, and finally a diagnosis of a
problem (Smith, 1989). While problem identification leads to the insight that there is a
problem, problem analysis leads to an explanation of what the problem is and why it is there.
When used for this second task of problem solving, the systemic KI is used as an explanatory
instrument. For example, the model can help practitioners to find out whether the problem is
related to the structural, behavioral, or control characteristics of the KI system, or whether it
is caused by a defective element or a missing interchange. It might be useful to remark here
that the model itself does not provide the explanation (or cause) of the problem (otherwise it
would not have been a thinking model but an explanatory model). Rather, it facilitates
practitioners in finding explanations by showing interconnections between parts of the
model.

While a good diagnosis of a KI problem already provides part of its solution, additional
creativity is needed in order to solve the problem (Smith, 1989). When used for the solving of
KI problems, the systemic KI model is used as a prescriptive instrument. Although the
systemic model is, as many other models, not neutral, the model in itself is however not
intended to be a prescriptive model. It is not a normative design of a KI system. Rather, the
systemic model forms a means to generate alternative solutions (or at least one), a means to
facilitate the choice of a solution, and a means to design and implement this solution. Hence,
it is good to realize here that it is not always necessary to have a KI problem explained before
it can be solved and that there can be various solutions for one KI problem (equifinality). An
example in practice is a workaround, where although the cause of a problem is not found, a
solution has been created.
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Table 1.1 Three types of practical contributions of a systemic KI model

Task Outcome Contribution of a systemic KI model
KI problem identification ~ Perceived KI problem Instrument for description

KI problem analysis Diagnosis of the KI problem  Instrument for explanation

KI problem solution Solution of the KI problem Instrument for prescription

While these three types of contributions to KI problem solving can be realized by any
conceptual thinking model, a systemic model is particularly suitable to make these
contributions. More than other types of models, a systemic model will show the complexity
and the coherence of KI in practice. This should lead to practitioners that use the model
being able to identify, analyze, and solve more KI problems than they currently are able to or
than they are able to with a partial (as opposed to systemic) KI model.

We assume that KI problem solving often involves more than one individual. When this
is the case, an additional contribution of the systemic model is that it can facilitate the
discussion amongst the involved individuals. The model explicates what characteristics of KI
should be discussed and how these characteristics relate. This supposedly improves the
effectiveness and efficiency of communication between the individuals involved in KI
problem solving.

132 Contribution to Research

Research on KI is at the end of its fourth decade now (Kwasitsu, 2003). In the past four
decades there has appeared an abundance of publications on KI. While in the last decade
some of these publications explicitly use the term KI (De Boer, Van den Bosch, & Volberda,
1999; Grant, 1996; Jetter et al., 2005; Murray, 1995), by far most publications have used other
terms to refer to the processes of identifying, acquiring, and utilizing external knowledge.
These terms include environmental scanning (Aguilar, 1967; Choo, 2002), information
seeking (Case, 2002; Taylor, 1968), and information processing (Galbraith, 1974; Levin,
Huneke, & Jasper, 2000). Although an exact estimate of the number of publications in these
areas is unimportant here, we estimate that there are at least thousands, but more likely, tens
of thousands of scientific publications on KI.

When we consider the type of research that has been done, we can observe that there is
a large variety in research. For example, some publications provide models of knowledge
identification (e.g. Aguilar, 1967; Daft & Weick, 1984; e.g. Ellis & Haugan, 1997), others of
knowledge acquisition or transfer (e.g. Argote, 1999; e.g. Inkpen & Dinur, 1998; Mowery,
Oxley, & Silverman, 1996; Szulanski, 2000), and others of knowledge utilization (e.g.
Majchrzak, Cooper, & Neece, 2004; Markus, 2001; Stein, 1995). There are also publications
that regard KI as a black box and that rather elaborate on explanatory models of KI success
(e.g. De Boer, Van den Bosch, & Volberda, 1999; Gray & Meister, 2004; e.g. Hamel, 1991;
Hansen, 2002; Lane & Lubatkin, 1998; Mowery, Oxley, & Silverman, 1996; Szulanski, 1996;
Thomas, Clark, & Gioia, 1993; Zander & Kogut, 1995). Moreover, we also find numerous
articles that aim at the improvement of certain KI activities. These include the design of
information systems (Alavi & Tiwana, 2002; Barrick & Spilker, 2003), methods and
techniques (Binney, 2001; Faran, Hauptman, & Raban, 2005), organizational forms (Bell,
Giordano, & Putz, 2002; Boari & Lipparini, 1999; Brown & Duguid, 2001), managerial
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interventions and incentives (Okhuysen & FEisenhardt, 2002; Osterloh & Frey, 2000) and
organizational processes (Lyons, 2000; Ravasi & Verona, 2001).

Despite the wealth of high-quality publications on KI, there is still an explicitly
expressed need for a better understanding of KI (Grant, 1996; Ranft & Lord, 2002). We
believe that an important cause of this seeming contradiction is a lack of cumulativity in KI
research. Rather than being cumulative, KI research is fragmented and scattered along
various disciplines. While Chapter 2 of this study will show this in detail, we will give one
example here. This concerns the fact that various scholars sometimes use different terms to
refer to the same activity (synonyms) or use the same term for different activities
(homonyms). An example of the first concerns the activity of transforming tacit knowledge
into explicit knowledge. While Nonaka (1994) calls this ‘externalization’, Hedlund (1994)
calls it “articulation’. An example of homonymity concerns the use of the term ‘combination’.
Kogut & Zander (1992) use the term to refer to the combination of existing and new
knowledge; Nonaka (1994) uses it to refer to the creation of explicit knowledge from other
explicit knowledge; and Wiig, De Hoog & Van der Spek (1997) use it to refer to the synergy
and reuse of existing knowledge. Moreover, some authors are rather creative in their
terminology. For example, Hedlund (1994) uses the term ‘appropriation’ when he refers to
the situation “[..] when the organization teaches new employees about its products [..] or
indoctrinates them into the corporate culture” (Hedlund, 1994: 77). Since this confusing use
of terminology is far from exceptional in KI literature, we find it not surprising that there is a
lack of cumulativity.

This lack of cumulativity also has been observed by others in related fields of research.
For example, in his review of the literature on organizational learning, Huber already
remarked in 1991 that “[..] there is a lack of cumulative work and a lack of synthesis of work
from different research groups” (Huber, 1991: 107). Most synthesis has probably been brought
by the various review articles that appear within certain research disciplines (e.g. Alavi &
Leidner, 2001; Argote, McEvily, & Reagans, 2003; Case, 2002; Lord & Maher, 1990; Zahra &
George, 2002). These provide an overview of the relevant concepts within a discipline.
Practice is however not organized by research disciplines, or as Popper puts it: “We are not
students of some subject matter but students of problems. Any problem may cut right across
the borders of any subject matter or discipline” (Popper, 1963: 67).

The lack of cumulativity in research has been one of the impulses for developing systems
theory. For example, as a response to ‘a crisis of science’ and an imminent ‘intellectual civil
war between disciplines’, Boulding (1956) has suggested a general systems theory that should
serve as a skeleton for all scientific disciplines (see Subsection 1.2.1). While Boulding’s
attempt has been unsuccessful until now, we are convinced that systemic models on a less
general level can facilitate accumulation of research. A systemic KI model could serve as an
ontology of what KI is and thus as a basis for developing cumulative KI theories. When
accepted by a substantial number of researchers, such ontology could reduce confusion and
fragmentation of research. Of course, it is unrealistic — and undesirable - to think that all KI
researchers will adopt a similar ontology of KI. When universally accepted, an ontology can
become an unquestioned doctrine that reduces the necessary variety of research (cf.
Feyerabend, 1993). However, given the current large fragmentation of KI research, there
currently seems no reason to fear that too much agreement will emerge now or in the near
future. On the contrary, we believe that currently there is a need for reducing variety and for
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more agreement on KI ontology. A systemic KI model can contribute to this by systematically

characterizing the elements and interrelationships which comprise KI. In terms of Davis

(1971) classification of twelve types of theoretical contributions (Generalization,

Organization, Causation, Opposition, co-Variance, co-Existence, co-Relation, Function,

Abstraction, Composition, Evaluation, and Stabilization), the contributions of a systemic KI

model concern:

1. ‘Organization’ which is that “when people assume that a phenomenon is disorganized or
unstructured and then discover that it is really organized” (Weick, 1969: 53): the
systemic model resulting from this study will provide a structure for the currently
unstructured collection of KI concepts.

2. ‘Composition’ which is that “what seems to be heterogeneous phenomena are actually
composed of a single element”: while the current literature on KI seems to assume that
KI activities are separate entities, the systemic model of this study will show how they
are a decomposition of a KI system.

While we make extensive use of principles from system theory in this study, our intended

contribution is mainly to the KI literature and less to systems theory literature.

1.4  Research Approach

As our objective is to develop a systemic KI model rather than to test an existing model, this
study can be characterized as a model development project. On the one hand, such project
could be categorized as a design science project, which produces “a viable artifact in the form
of a construct, a model, a method, or an instantiation” (Hevner, March, & Park, 2004: 83).
However, when we scrutinize some literature on design science (Markus, Majchrzak, &
Gasser, 2002; Nunamaker Jr., Chen, & Purdin, 1990-91; Van Aken, 2004; Walls, Widmeyer,
& El Sawy, 1992) there is an almost exclusive focus on the design of ‘instantiations’. This
literature focuses on the construction, implementation, evaluation, and improvement of
instantiations in practice. However, since there is little guidance as to how a conceptual
model is to be developed, this literature does not help us much in choosing our research
approach.

On the other hand, a model development project also could be categorized as a theory
development project. Although we adopt Bunge’s view of the difference between models and
theories (see Subsection 1.2.2), the two terms are often used interchangeably in publications
on theory development (e.g. Dubin, 1978: 10). In these publications, the term ‘theory’ is used
in a broad sense which includes conceptual models. This implies that we can ground on the
more developed body of literature on theory development. When we refer to this literature in
this section, we will use the broader term ‘theory’ because what is said does not only apply to
models and because it is the term used by the authors we refer to. Before we can move on to
discussing the research questions and the research strategy of this study (Subsection 1.4.2), it
is useful to spend some words on the question as to how we see the relationship between
theory, empirics, and the researcher (Subsection 1.4.1).
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141  Theory, Empirics, and the Researcher in Model Development

Regarding the relation between theory and empirics, there is an energy consuming ongoing
debate between the so-called ‘positivist’ and ‘interpretivist’ research paradigms in the
organization and information sciences (Jones, 2000; Lee, 1991; Mingers, 2001). While it is
tempting to mingle in this debate, we confine ourselves to expressing the belief that although
the paradigms might be analytically distinct and incommensurable, every study is likely to
contain elements of both. The same holds for the distinction between inductive and
deductive research. We agree with Dubin who argues that “[..] the words inductive and
deductive describe only a direction of movement. Focusing on induction and deduction
separately leaves out of the picture what is most important: the nature of the model to which
both deduction and induction refer, and the linkages between the model and the empirical
world to which it applies” (Dubin, 1978: 18, original italics).

Our assumptions can be summarized by the statement that there is no direct connection
between theory and empirics (Lakatos, 1970). As a result, “we cannot prove theories and we
cannot disprove them either” with empirics (Lakatos, 1970: 100). What remains is that we
can improve them. Improving theories implies that research starts with a theory and
improves it based on other theories, insights of the researcher, and/or on empirical data.
While scholars as Popper (1959), Kuhn (1996), Glaser & Strauss (1967), Dubin (1978), and
Weick (1989) differ in their suggested approaches for theory improvement, they all agree that
a theory can only be replaced by a better theory. Popper’s approach presupposes the
existence of a testable theory. For this study, following Popper’s approach would mean that
there is an existing falsifiable systemic KI model that we can try to refute. As we will see in
Chapter 2, this is not the case. This suggests that we cannot start with an existing systemic
KI model and try to refute it. This leaves us with the alternative approach propagated by
Dubin (1978), Weick (1989), and Glaser & Strauss (1967). These scholars plead for an
approach that, next to the use of existing theory and literature, includes more creativity and
imagination than Popper probably would allow. Since, as stated above, theory cannot be
induced from practice or deduced from theory alone, it is not surprising that, in theory
development, the individual researcher plays a central role (Linsisalmi, Peiro, & Kivimiki,
2004: 249). As any activity of creation (or design), theory development requires imagination
(Weick, 2002), creativity (Laurel, 2003), insights (Glaser & Strauss, 1967) or theoretical
sensitivity (Glaser, 1978) from the researcher.

While these considerations do not provide us with specific guidelines for theory
development, we take from it that an approach for theory development should make use of
existing theory, empirical data, and the researcher. This is central in Weick’s approach to
theory development, which we adopt in this study. According to Weick, theory development
is very much similar to the concept of sensemaking. Sensemaking is the process in which
cues are collected and put in a framework where they have a connection - in which they
‘make sense’ (Weick, 1989; Weick, 1995). As an example of the failure of sensemaking (or the
failure of imagination) Weick (2005) describes the terrorist attacks on 11 September 2001.
While the intelligence agencies found e.g. that people were taking flying lessons but had no
interest in take off and landing whatsoever (i.e. the cues) they did not imagine situations in
which this would make sense, like a terrorist attack (i.e. the framework in which the cues
make a connection). Rather they were blinded by their view that one only takes flying
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lessons to become a pilot. While the results of our study are highly unlikely to prevent
terrorist attacks, it is this connection between cues that we try to find. We will look for cues
in existing theories and in empirical research from which we will try to develop a systemic KI
model in which they make sense (are connected).

1.4.2  Research Questions and Strategy

As mentioned in Section 1.1, the proposition of this thesis is that a systemic KI model will
provide the overview of KI that is currently lacking and hindering KI problem solving. As it
does not exist yet, the objective of this study is to develop such model. After the discussions
on how such a model contributes to KI problem solving in Section 1.3, we can now formulate
our main research question as follows: ‘What systemic KI model can support the identification,
explanation, and solving of KI problems that without such model would remain unidentified, explained, or
solved?” Tn order to answer this question we will develop a systemic KI model and evaluate it,
guided by three research questions that are discussed below:.

Developing a model or a theory requires the researcher to be an “[...] inveterate collector
of facts*, with an especially well-developed sensitivity to their interrelationships” (Dubin,
1978: 228). This suggests that theory development requires a rich set of research materials
(Glaser & Strauss, 1967) and imagination of the researcher (Weick, 2002). Following this
guideline, this study will build on three different types of material: literature, empirical
material, and the researcher. We will not use this material all at the same time, and for the
same goal. Rather, there are three different goals for which the material is used, that
correspond to three phases of this study: analysis, design, and improvement. The types of
materials and their contribution to the three research phases are depicted in Figure 1.3, which
represents the research framework of this study. Figure 13 already mentions the
corresponding research questions and chapters, which are explained below.

Source
Literature Practice Researcher
Analysis KI literature, RQ1, o| Exploratory study,
CH2 "| RO1,cH3
]
Ph Design Parsons’ social | Design of systemic
ase systems theory, RQ2 "] KI model, CH4
]
Improvement Testing: qualitative | Improved systemic
study, RQ3, CH5 "] K1 model, CH6

Figure 1.3 Research Framework

* A fact’, according to Dubin, is always shaped by the theory that is used to collect it.
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The first phase of this study is an analysis of material that is needed in order to design a
systemic KI model. As mentioned above, there is a wealth of literature on KI available in a
variety of disciplines. Since this literature can provide a rich picking for developing the
systemic KI model, we will start our model development journey in the current KI literature.
As Figure 1.3 shows, additional empirical material will be analyzed as well. The literature
review and empirical data collection will be guided by the following research question:

1. What theoretical and empirical material for developing a systemic KI model can be
derived from the current understanding of the KI process?
a.  To what extent does the current KI literature provide sufficient theoretical and
empirical material for developing a systemic KI model?
b.  To what extent does an additional empirical study on KI provide the empirical
material that is missing in the current literature?

In order to answer RQla we will conduct a cross-disciplinary literature review, using the
seven characteristics of a systemic KI model as a lens (see Subsection 1.2.2). This lens is used
because it provides us with a straightforward and structured way to analyze the existing
literature on KI. Our answer to RQla will provide an overview of what scholars in a range of
disciplines have published on the seven characteristics of a systemic KI model. We consider
this material to be sufficient when 1) there is theoretical and empirical material on each of the
seven characteristics; and 2) this material refers to an underlying systemic framework that
can be used to develop a systemic KI model. This second requirement is added because such
framework is needed for the selection of material from the literature and for constructing a
systemic KI model from it. Without such framework, it will be very difficult to distill one
systemic model from the vast amount of KI literature. If the current literature does not
provide information on all seven characteristics and/or does not provide an underlying
framework, then there are gaps in the current literature that need to be bridged before we
can develop the systemic KI model. We will bridge these gaps by an empirical study that is
guided by RQIb. Since the research strategy for RQIb depends on the answer to RQla, we
have to mention at this place the gaps that will be uncovered in Chapter 2. These are 1) a lack
of evidence of empirical patterns of KI activities; and 2) a lack of a clear underlying
framework.

In RQIb we try to bridge these two gaps with an empirical study in the context of new
product development in high-tech SMEs. This empirical study consists of two parts: semi-
structured exploratory interviews and a large-scale questionnaire. In the exploratory
interviews, SMEs will be asked about the way KI is conducted in their firm and the problems
that occur during KI. The purpose of these interviews is not data collection per se, but
orientation in the field in order to create a good questionnaire, which comprises the second
part of the empirical study. The main purpose of the questionnaire is finding empirical
patterns of KI activities and finding an underlying framework (in other words, bridging the
gaps identified in RQla). A quantitative study is particularly well suited for that task since it
is able to uncover statistical patterns across a relatively large group of respondents. Both the
interviews and the questionnaire will be conducted as part of the European Project
‘Knowledge Integration and Network eXpertise’ (KINX). While this has several
disadvantages (e.g. multiple interests, very broad range of topics, fixed time schedule and
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sample size) this provides an opportunity to gather a rich set of quantitative data in four
countries: Germany, Israel, Netherlands, and Spain. Especially for this early stage of the
research this is important because it generates variation in the type of respondents (Weick,
1989). As we did for RQla, we also have to provide the answer to RQIb already at this place
since the subsequent research questions depend on it. As Chapter 3 of this study will show,
the empirical study provides the additionally required material that is lacking in the current
KI literature: empirical patterns of KI activities and a strong indication for Parsons’ social
systems theory as an underlying systemic framework.

The second phase concerns the actual design of the systemic model. As depicted in Figure 1.3,
we will use the results of the analysis phase and complement it with literature on Parsons’
social systems theory. Also, being a design phase, this phase requires creativity and
imagination of the researcher as an additional input. The research question that guides this
phase of the research is:

2. What systemic KI model can be derived from the framing of the gathered material into
Parsons’ social system theory?
a.  To what extent is Parsons’ social system theory applicable to the KI context?
b.  What systemic KI model can be derived from the framing of the gathered
material into the applicable part of Parsons’ social system theory?

Although, as we will see in Chapters 2 and 3, both the literature and the empirical study
provide indications for the relevance of Parsons’ social system theory, we have to be careful
with ‘simply’ applying that theory to the KI context (Glaser & Strauss, 1967: 34). Parsons’
theory is a complex theory that is claimed to bear reference to all social actions in the society
asa whole. The context of this research is different: it is not about all social actions but about
KI; and it is not about society but about high-tech SMEs. Therefore, our first research
question within this second phase concerns the extent to which Parsons’ theory is applicable
to the context of this study (RQ2a). When we answer this question we have to consider that
Parsons’ theory is supposed to be a whole of which we cannot simply omit parts. As shown
in Chapter 4, we can and will, however, decide to focus on certain aspects while leaving
other aspects out of consideration. RQ2a will be answered by elaborating on Parsons’ theory
and by discussing its applicability. The literature that will be used to answer this research
question consists, next to Parsons’ own writings, of interpretations of other scholars,
including some of Parsons’ students. Again, we will structure the discussion using the seven
system characteristics described earlier. Since we expect that most readers are not familiar
with Parsons’ theory, this theory is explained in rather much detail. Also, because Parsons’
theory has been heavily criticized in the last decades we spend some pages on summarizing
the most important critiques and discussing the consequences for this study. In terms of
design outputs, the answer to RQ2a can be considered as the conceptual design of the
systemic KI model. It provides the general concepts and structure of a systemic KI model.

In the second step of this phase we go to the detailed design of the KI model (RQ2b). In
this step we will use the material gathered in RQIl and frame it into the concepts and
structure of Parsons’ theory. In the formulation of RQ2b (and of RQ2 in total) we have used
the words ‘can’ and ‘derived’. With the word ‘can” we try to express that the design of the
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model is not deduced from the gathered material but requires additional creativity and
imagination of the researcher. On the other hand, the word ‘derived’ should express that the
design also is not a completely subjective activity, but is based on a substantial amount of
theoretical and empirical material. The answer to RQ2b, and as such the result of Chapter 4
of this study, will be a systemic KI model.

While a full test of the systemic KI model falls outside the scope of this study - the objective
of this study is to develop the model, not to test it - in the last phase of this study, the
systemic KI model will be evaluated and, if necessary, improved. In this phase, we will
evaluate the systemic KI model developed in the second phase against the criteria of
soundness and relevance (see Subsection 1.2.2), using additional empirical material on KI.
The research question guiding this phase of the study is:

3. What is the soundness and relevance of the developed systemic KI model and how
should it be improved?
a.  To what extent is the model sound and how can its soundness be improved?
b. To what extent is the model relevant for KI problem solving and how can its
relevance be improved?

The criteria of soundness and relevance have been introduced in Subsection 1.2.2 and will be
explained in more detail in Chapter 5. In RQ3a, the systemic KI model will be evaluated
against the soundness criterion (referring to the consistency, precision, and correctness of
the model). For this criterion, the systemic model will not be evaluated with additional
empirical material. Rather, in this evaluation, we will mainly refer to the systematic way of
developing the model in RQ1 and RQ2. Considering the emphasis on the soundness of the
model in our way of developing we believe that such type of evaluation is sufficient for a
model development study like this.

While the emphasis in the development process has been on the soundness of the
model, its relevance has not yet been evaluated at all in the preceding two phases. Therefore,
in this last phase, most emphasis will be put on the evaluation of the model against the
relevance criterion (RQ3b), and in particular the manageability and the fit with the problem.
For these two criteria the model will be evaluated using additional empirical KI material in
the context of NPD in high-tech SMEs. Since we are to evaluate the model, we cannot use the
model itself to structure our data collection. Rather, we need detailed descriptions of KI
examples that are biased as little as possible. Therefore, it is important to get a ‘rich picture’
of KI in practice (Lee & Baskerville, 2003; Miles & Huberman, 1994). Spradley (1980)
recommends highly intrusive techniques as participant observation for this type of research.
However, since KI is an intangible process and not performed at one point in time, it will be
impracticable, if not impossible, to use this technique successfully. Alternatively, we will use
the critical incident interviewing technique (CIT, Flanagan, 1954), which is recognized as a
valid, reliable, and effective method for gathering rich qualitative data for a variety of
purposes, including the analysis of information behavior (Fisher & Oulton, 1999; Urquhart et
al,, 2003). Moreover, it has been successfully applied in SMEs across a range of business
sectors (Chell, Haworth, & Brearley, 1991). Of the available interviewing techniques, the CIT
is considered to give one of the most accurate and reliable retrospective reports of processes
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in practice. Using this technique, we will ask interviewees to elaborately describe successful
and unsuccessful (‘critical’) examples (‘incidents’) of KI. Crucial for this type of interviews is
that interviewees can concentrate on description and are not distracted by asking for
explanations of their behavior. If explanations are needed, these should only be asked after
the description. Considering that the two relevance criteria (manageability and fit with the
problem) are very different, the data gathered by the CIT will be used for two different
evaluations of the systemic KI model. Firstly, concerning the manageability criterion, we will
step-by-step evaluate for each of the seven characteristics whether the model can and should
be made simpler. Secondly, concerning the fit with the problem criterion, we will evaluate for
each of the seven characteristics whether, by using the model, we are able to identify, explain,
or solve KI problems that without the model are unlikely to have been identified, explained,
or solved.

1.5 Thesis Outline

The remainder of this thesis is organized as follows: In Chapter 2 we provide a review of the
existing literature on KI and related topics. As such, this chapter answers RQla. The result of
this chapter is used as an input for Chapter 3, which discusses the research method and the
results of the exploratory empirical study. That chapter will answer RQlb. Together,
Chapters 2 and 3 comprise the analysis phase of this study (see Figure 1.3). Based on the
conclusions of this first phase of this study, and on a review of Parsons’ social system theory,
we develop a systemic KI model in Chapter 4. As such, this chapter answers RQ2.
Subsequently, this model is evaluated and improved in Chapter 5, which describes the
research method and the results of the qualitative evaluation study (RQ3). Finally, Chapter 6
discusses the achievements, limitations and implications of this study.
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CHAPTER 2: ANALYSIS PART I: LITERATURE REVIEW

“The belief that there is such a thing as physics, or biology, or archaeology, and that these “studies” or “disciplines”
are distinguishable by the subject matter which they investigate, appears to me to be a residue from the time when
one believed that a theory had to proceed from a definition of its subject matter. But subject matter, or kind of things,
do not, I hold, constitute a basis for distinguishing a discipline [...]. We are not students of some subject matter but
students of problems. Any problem may cut right across the borders of any subject matter or discipline.”

Popper (1963: 66-67)

“Some men seem to handle the precarious balance between [existing theory and new research] by avoiding the
reading of much that relates to the relevant area until after they return from the ficld [...] On the other hand, some
read extensively beforehand. Others periodically return to one or the other source for stimulation. There is no ready
formula, of course: one can only experiment to find which style of work gives the best results. Not to experiment
towards this end, but carefully to cover ‘all the literature before commencing research, increases the probability of
brutally destroying one’s potentialities as a theorist”

Glaser & Strauss (1967: 253).

2.1 Introduction

The purpose of this second chapter is to answer the Research Question la by means of a
review of the current literature on KI. This research question was formulated as follows: To
what extent does the current KI literature provide sufficient theoretical and empirical material for developing
a systemic KI model. The criteria that were formulated in Subsection 1.4.2 for the material to be
sufficient were 1) there should be both theoretical and empirical available for each of the
seven system characteristics described in Subsection 1.2.2; and 2) this material should refer
to an underlying systemic framework.

In order to answer this research question, the chapter is structured as follows: In
Section 2.2 we will discuss the approach that was followed for the literature review.
Subsequently, Sections 2.3 through 2.5 provide an overview of how respectively the
structural, behavioral, and control characteristics of a systemic model instantiate in the KI
literature. Thereafter, Section 2.6 evaluates whether the available material is sufficient for
developing a systemic KI model or not. The chapter ends with a conclusion in Section 2.7.
The purpose of this chapter is not to provide a complete overview of KI literature, nor to
account for similarities and differences between the various fields of research that are
reviewed. Rather, the goal is to gather and structure the available material that can be used to
develop a systemic KI model that is able to identify, explain, and solve KI problems in
practice.

2.2 Approach

In Subsection 1.3.2 we have argued that a systemic approach to KI should not be limited by
the boundaries of research disciplines, because, in practice, KI is not a discipline but an
interdependent set of KI activities. This statement has significant consequences for the way
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to conduct a literature review. Namely, most scientific journals are associated with a certain
research discipline. This implies that with choosing a set of journals in advance we would
automatically limit the review to certain disciplines. Tracing articles by citation analysis
includes the same risk, since references usually also stay within a discipline, subdiscipline, or
journal (Goldman, 1979; White & McCain, 1998). Therefore, we needed a review procedure
with a high likelihood of covering multiple disciplines. For this, especially the start of the
review procedure is important, since this determines to a large extent the breadth of the
review. When, from its start, the review is limited to a few disciplines it is, for the reasons
mentioned above, very hard to enter other disciplines. Below we will explain what procedure
was followed to avoid disciplinary bias, what type of literature was collected, and how this
literature was analyzed.

221 Literature Collection

We deemed the most suitable start for the literature review to be a simple keyword search.
When the database used for querying covers a wide range of disciplines, this procedure will
not be limited to a narrow set of disciplines. Once from this start the review covers multiple
disciplines we could from there on continue with citation analysis and browsing certain
journals. Below we describe the complete procedure that was followed.

Step 1: Keyword Search: ‘Knowledge Integration’

The first task was to find the most suitable database (or search engine) that covered a broad
range of disciplines. Since it was by far the broadest we could find, we used the meta search
engine ‘PiCarta’ from OCLC PICA. PiCarta is a search engine that queries the catalogues of
numerous scientific libraries throughout Europe and South Africa and the catalogues of
publishers, including Science Direct, Swetsnet, Ideal Library, Wiley Interscience, Emerald,
and Informs. Since it covers a wide range of disciplines, it was a suitable starting device for
the literature review (Cooper, 1989). As this study is on KI, our obvious starting query was

“knowledge integration” (including quotation marks) in the Title, Abstract, and Keywords

fields. This yielded 38 results with the following characteristics:

- The retrieved articles and books were published in the following years: 2002: 3, 2001: 4,
2000: 10, 1999: 4, 1998: 6, 1997: 1, 1996: 6, 1995: 2, 1994: 2, and 1986: 1. Hence, while the
databases contain numerous journals with volumes going back to the 19" century, the
use of the term KI seems to be clearly limited to the last decade.

- The publications on KI seem to be of two different kinds:

0 Those in areas where knowledge is an object of study, including computer
science (Lee et al., 1998; Lu, 1996), information systems (Huang, Newell, & Pan,
2001), education (Eylon, 2000; Ivanitskaya et al., 2002), management (De Boer,
Van den Bosch, & Volberda, 1999; Grant, 1996), and technology transfer
(D'Adderio, 2001).

0 Those in areas where KI is used in a particular application area, including
construction (Stuurstraat & Tolman, 1999), chemistry (Hofmeister, 1998), and
environmental studies (Scholz, Mieg, & Oswald, 2000).

- Publications on KI concern the integration of knowledge from different databases,
people, departments, and organizations.
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The result of this first step provided only very few publications that explicitly used the term
KI to refer to KI as a process of integrating external with internal knowledge. For example,
while Grant (1996) mentions KI in markets and networks he concentrates on
intraorganizational KI. Therefore, we proceeded with the next step.

Step 2: Keyword Search with Descriptions of Knowledge Integration

After the almost complete lack of relevant results in the first step, we had to look for another
way to start a broad literature review. Still, we believed a keyword search was the most
appropriate way to continue because we had not sufficient input from the first step to
continue in other ways. Therefore, we continued the literature review with keyword searches
that described KI. Combinations of three groups of keywords were made: 1) regarding the
external character of KI; these are ‘interorganizational’, ‘interfirm’, and ‘external’; 2) regarding
the involved object; these are ‘knowledge’, ‘information’, and ‘technology’; and 3) regarding the
activities; these are ‘integration’ ‘seeking’ ‘finding’, ‘acquisition’, ‘exchange’, ‘transfer’, ‘sharing’,
‘use’, and ‘learning’. We did not include an explicit reference to systemic models, since we
expected publications to contain systemic elements without explicitly referring to systems
theory. With this set of keywords PiCarta was queried again, using combinations of two
groups of keywords (1 and 2, 1 and 3, and 2 and 3) and the combination of all three groups of
keywords (1, 2 and 3).

This resulted in a list of hundreds of results of which many seemed irrelevant. Examples
of irrelevant results were articles about ‘knowledge of cultural integration’, and ‘enterprise
application integration’. Hence, although the recall of the query was high, the precision was
not. As a result of the low precision of the created sample, we had to select articles by reading
titles and abstracts. This resulted in a list of relatively new and specialized articles (1993 or
younger) from relatively unknown authors (unlike scholars as Grant, Hamel, Huber, Nonaka,
Spender, and Weick and others).

Step 3: Linking, References, and Cross-Fertilization

During the remaining part of the research, an iterative approach was followed to find more
relevant publications. The references of the publications found after step 2 were used to
select additional publications on KI. While reading the selected articles, many new keywords
and references were found that were used to select additional publications. Examples of new
keywords were ‘absorptive capacity’ (Cohen & Levinthal, 1990), ‘knowledge sourcing’ (Gray
& Meister, 2004), and ‘information foraging’ (Pirolli & Card, 1999). Subsection 2.4.1 (which
concerns the patterning of KI activities) will illustrate this in more detail.

In order to arrive at cross-fertilization between theory and practice, we simultaneously
started the exploratory interviews that are described in Chapter 3. By doing these interviews,
we became better acquainted with KI in practice, which helped us again to specify new
keywords. Examples are ‘enquiring’, ‘gathering’, and ‘reviewing'.

2.2.2 Characterization of the Collected Literature

During the data collection of the first three steps, we collected approximately 800
publications that concerned at least one KI activity. To check whether our procedures had
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indeed resulted in a set of publications covering a wide range of fields, we tentatively
categorized them into a number of fields. These fields are summarized below, including a
number of publications in each field. The purpose of this categorization is merely illustrative,
as to characterize the data. Although the categorization is very tentative, it should provide
the reader with some grasp of the type of literature that was collected without having to go
through the complete list of references.

Organizational Learning, Organizational Memory, and Knowledge Management

The first research field where knowledge is amongst the objects of research is that of
organizational learning, organizational memory, and knowledge management. Although the
three concepts differ somewhat in their emphasis, they are often used interchangeably and in
close relation to each other. Examples of publications in this field are: (Argyris & Schon,
1978; Huber, 1991; March, 1991; Nonaka, 1994; Walsh & Ungson, 1991; Wijnhoven, 1999b)

Organizational Memory Information Systems and Information Systems

A second field of research where KI activities are mentioned is the field of computerized
information systems. In this field we find computerized systems for organizational memories,
knowledge, and information. Since this area is about information systems, we expect there to
tind systemic approaches to KI. Examples of publications in this field are: (McKeown &
Leitch, 1993; Stein & Zwass, 1995; Wijnhoven, 1999a)

Information Secking, Information Retrieval, and Information Foraging

The third research field is that of information seeking and the related areas of information
retrieval and information foraging. While the roots of these areas are different (library
science, computer science, and biology) they are currently hardly discernable. Examples of
publications in this field are: (Belkin & Croft, 1992; Krikelas, 1983; Pirolli & Card, 1999;
Spink, 2002; Wilson, 1999)

Knowledge Transfer, Knowledge Integration, and Knowledge Reuse

A fourth field is that of intra- and interorganizational knowledge transfer, integration, and
reuse. This field is different from the field of knowledge management in that the latter
concentrates on knowledge activities within a collective (e.g. organization) while knowledge
transfer concentrates on knowledge activities between collectives. Another difference is that
the knowledge management literature mainly provides models of activities and processes,
while the knowledge transfer field is more concerned with the explanation of the outcomes
of the transfer. Examples of publications in this field are: (Argote & Ingram, 2000; Grant,
1996; Majchrzak, Cooper, & Neece, 2004; Markus, 2001; Szulanski, 2000)

Environmental Scanning, Boundary Spanning, Information Processing, and Intelligence

While the previous four fields concern research fields that are general, that is, that discuss
knowledge and information processes irrespective of the goal it is used for, this and the next
fields concern research fields where there is a more specific purpose. This field concentrates
on knowledge and information processes used to reduce uncertainty for the organization. In
this field we find models of environmental scanning, boundary spanning, business
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intelligence, and information processing. Examples of publications in this field are: (Aguilar,
1967; Choo, 2001; Daft & Weick, 1984; Gilad & Gilad, 1988; Tushman & Nadler, 1978)

Technology Transfer, Absorptive Capacity, and Knowledge Brokerage

Of particular interest for the NPD context of this study is the research field of technology
transfer, absorptive capacity, and knowledge brokerage. Although also the concept of
boundary spanning has been applied to innovation (Tushman, 1977), technology transfer,
absorptive capacity, and knowledge brokerage specifically deal with knowledge processes for
innovation. Examples of publications in this field are: (Allen, 1977; Cohen & Levinthal, 1990;
Hargadon & Sutton, 1997; Zahra & George, 2002)

Knowledge Intensive Business Processes

A seventh field discussing KI is that of knowledge intensive business processes. A number of
authors provide models of the relationship between knowledge processes and business
processes. These models are relevant for KI, since they link knowledge activities to
organizational activities. Examples of publications in this field are: (Braganza, Edwards, &
Lambert, 1999; Remus & Schub, 2003; Yap, Ngwenyama, & Osei-Bryson, 2003)

Research Methodology, Design Research, and Information System Development

KI is not only a topic that has received much interest in research; it also is central to doing
research. In research, empirical knowledge and existing theoretical knowledge are combined
into new knowledge. Information systems development is another field in which the
acquisition of knowledge is of crucial importance. It is categorized in the same field since it is
rather similar to design research. Examples of publications in this field are: (Glaser &
Strauss, 1967; Tlivari, Hirschheim, & Klein, 2004; Loucopoulos & Karakostas, 1995;
Nunamaker Jr., Chen, & Purdin, 1990-91; Weick, 1989)

Information and Knowledge Supply

While the aforementioned fields were mainly concerned with the recipient side of KI, also
the supply side discusses KI activities. To a large extent the activities involved may be
similar; the difference is that they are performed by the supplier rather than the recipient.
Examples of publications in this field are: (Meyer & Zack, 1996; Stuckenschmidt & Van
Harmelen, 2005; Wijnhoven & Kraaijenbrink, 2005)

Other

In the aforementioned fields KI is close to the core of the field. Additionally, the data
collection procedures have resulted in publications in a range of fields were KI is discussed in
the periphery. Examples of these fields are publications on marketing (Gregan-Paxton &
John, 1997), linguistics (Robinson, 1995), computer science (Wondergem, Van Bommel, &
Van der Weide, 1998), cognitive science (Gaines, 2003), and problem solving (Osborn, 1953).
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2.2.3 Literature Analysis

After and during the collection of the literature, the collected publications were analyzed for
their contribution to each of the seven system characteristics. The following two steps
summarize the analysis procedures that were followed.

Step 4: Finding System in the KI Literature

In this fourth step, this literature was examined for indications for systemic KI models.
Rather than operating inductively, we used the list of system characteristics of Subsection
1.2.2 to structure this examination. As a divergent step, we first inventoried for each of the
fields described in Subsection 2.2.2, what was written there for each of the seven system
characteristics. Hence, we investigated within each field what was written about elements of
a KI system, the boundaries of such system, and so on. Using this approach, we arrived at
very different results between the fields. For example, while the level of collectiveness is
deemed very important in the fields of organizational learning and organizational memory,
we hardly find it back; in for example, the field of information seeking and technology
transfer.

Step 5: Consolidation

Since we were not interested in comparing the several fields or publications, but in the
development of a systemic KI model, the final step was what we may call a ‘cross-case
analysis’. In this converging step we left the fields for what they were and aggregated their
results for each of the system characteristics of Subsection 1.2.2. For some of the
characteristics we observed that what was said in one field also could have been said in
another field. Consequently, we went back to that other field to specifically look whether
there was also said something about that characteristic. Occasionally this was the case. In
this way, we improved the recall of systemic elements within the collected publications.
Finally, for each system characteristic, we aggregated the several views that were collected
from the several fields. The results are described in the following sections.

2.3 System in the KI Literature: Structural Characteristics

The first type of system characteristics that we present are the structural characteristics of a
KI system. Put simply, these characteristics account for what the system is. In Section 2.4 we
will discuss the behavioral characteristics, which account for what the system does. Finally, in
Section 2.5 we will discuss the control characteristics. These account for what the system
should be or do. Of course, in practice these cannot be separated. For example, the structure of
the system affects its behavior and vice versa. However, for analytical reasons we can and will
separate them. As presented in Subsection 1.2.2, the structural characteristics include the
elements of a KI system (Subsection 2.3.1), the boundaries of a KI system (Subsection 2.3.2),
and the internal structure of a KI system (Subsection 2.3.3).
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231 Elements of a KI System

In Subsection 1.2.1 it was argued that a KI system is an aspect system. As discussed there, this
means that a KI system is a system consisting of actors and technology performing KI
activities on knowledge that resides in a system consisting of actors, technology, and
activities. In this subsection, we will discuss how each of these elements appears in the
current KI literature and what this means for modeling KI.

Knowledge

Although there seems to be common agreement nowadays that knowledge is crucial for
organizations (Drucker, 1992; Lam, 2000; Quinn, 1992), there is less agreement on the
question what knowledge is. Given the numerous definitions and taxonomies of knowledge,
this is certainly not a trivial question (e.g. Alavi & Leidner, 2001; Boersma & Stegwee, 1996;
Boisot, 1995; Choo, 1998; Nelson & Winter, 1982; Nonaka, 1994; Spender, 1996b; Stein, 1995;
Winter, 1987; Zander & Kogut, 1995). We will not try to provide a definite answer to this
question. Rather, we will present the taxonomy of knowledge that follows from the
conceptualization of KI as an aspect system and discuss how it is reflected in the current KI
literature. Thereafter, we will discuss how this taxonomy relates to three of the currently
popular taxonomies.

Systemic Taxonomy of Knowledge

In Subsection 1.2.1 it was suggested that when a KI system is considered as an aspect system
it can be argued that there are four types of knowledge: knowledge in actors, in technology,
in activities, and in the system of their interconnections. Before further specifying each of
them, we want to remark that there are similar taxonomies in the KI literature. For example,
Argote and Ingram (2000) distinguish between three types of knowledge reservoirs
(members, tools, and tasks) and networks of combinations of these three types. When we
compare their terminology to ours, it is easy to see that members correspond with actors,
tools with technology, tasks with activities, and networks with systems. Another example is
Walsh & Ungson’s (1991) discussion on the retention media of organizational memories:
according to them, knowledge resides in individuals, transformations, ecology (the physical
setting in an organization), culture, structure and external archives. In terms of the systemic
taxonomy of this study, individuals correspond to individual actors, transformations to
activities, ecology to technology, and culture and structure to system. The last retention
medium, external archives, is not different from the other five except for that it resides
outside the focal system. Wijnhoven (1999b) adds a seventh retention medium to Walsh &
Ungson’s media: information technology. On the one hand, this can be seen as a special type
of technology. However, in accordance with Wijnhoven, we believe that the role of
information technologies in a KI system is to such a large extent different from other types of
technologies that it should be considered as another type of system element. This difference
will be further explained below. Summarizing the preceding discussion on a systemic
taxonomy of knowledge, we distinguish knowledge in actors, in information technology, in
non-information technology, in activities, and in the system of their interrelationships. Each
of these is discussed below.
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Knowledge in actors: A first type of knowledge in a systemic taxonomy is knowledge that
resides in the actors of the system. As such, knowledge is considered as a characteristic of the
individual actors in the system. This view is adopted in, for example, the literature on
individual and organizational learning and in literature focusing on human capital (Argyris
& Schén, 1978; Kim, 1993; Kolb, 1984; Senge, 1990). It is also essential in the development of
information systems and knowledge management strategies that are meant to find experts
rather than their expertise (Hansen, Nohria, & Tierney, 1999).

Knowledge in information technology: A second type of knowledge is knowledge that resides in
information technologies, or more specific, that is represented in information technologies.
Information technologies are not limited to computers but include, for example, paper
documents, voice recorded tapes, and diagrams. Although the focus on its virtual rather than
its physical character might make us think differently, information technology is, like any
other technology, something physical. The difference between information technologies and
other technologies is that the first contain ‘verbally encoded knowledge’ and the latter
contain ‘physically encoded knowledge’ (cf. Allen, 1977). Information technologies encode
knowledge using a language, while other technologies encode knowledge without such
language. Knowledge that resides in information technologies can be regarded as an object
going through the phases of input, throughput, and output of the system. As such, the role of
knowledge is that of a resource which can be manipulated, stored and disseminated in the
system. This role is adopted in large shares of the literature on, for example, knowledge
management (e.g. Gold, Malhotra, & Segars, 2001; Nissen, Kamel, & Sengupta, 2000),
organizational memory (Stein, 1995; Wijnhoven, 1999b), and information seeking (Krikelas,
1983; Spink, 2002; Wilson, 1999).

Knowledge in non-information technology: A third type of knowledge is knowledge that resides in
non-information technologies. That knowledge can be embedded in this type of technologies
is recognized in, for example, the literature on NPD (Becker & Zirpoli, 2003; Madhavan &
Grover, 1998) and literature on knowledge transfer between production shifts using the same
technology (Epple, Argote, & Devadas, 1991). This is also subject of some of the literature on
research methodology. An example is ethnography, where the physical characteristics of a
situation are an important input for the researcher (Spradley, 1979).

Knowledge in activities: Fourthly, knowledge can be considered as part of the activities that are
performed in the system (Alavi & Leidner, 2001). In this role, knowledge is a process of
simultaneously knowing and acting (Zack, 1998). As such, knowledge is embodied in actions
(Blackler, 1995) and concerns how to perform these actions (Kogut & Zander, 1992). That
knowledge is embedded in activities is recognized in, for example, the literature on
experiential and vicarious learning where learning respectively takes place by performing an
activity or by observing somebody else doing this activity (Anzai & Simon, 1979, Kolb, 1984,
Gioia & Manz, 1985). It is also recognized by Nelson & Winter when they emphasize that
organizations ‘remember by doing’ (Nelson & Winter, 1982).
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Knowledge in system: Finally, knowledge can be considered as residing in the system that is
comprised of the four elements described above. Walsh & Ungson (1991) seem to refer to this
type of knowledge when they identify culture and structure as retention media of
knowledge. In these media, it is not a particular element of the system in which knowledge
resides. Rather, it is a collection of elements with interconnections in which knowledge
resides. That knowledge resides not only in elements of the system but also in the system
itself also is recognized by Argote & Ingram (2000) who consider networks of system
elements as important reservoirs of knowledge. Other ways in which scholars refer to this
last type of knowledge are system dependent knowledge (as opposed to system independent
knowledge (Winter, 1987)) and background knowledge (Spender, 1998).

Relation to Some Popular Taxonomics

As remarked several times above, the taxonomy of knowledge that follows from considering
KI as an aspect system is not entirely new. However, this taxonomy also is not widely
adopted. Rather, there are a number of taxonomies of knowledge that seems to be more
popular. Below we will discuss three of them and relate them to the taxonomy adopted in
this study.

Tacit vs. Explicit Knowledge: The first and probably most wide-spread taxonomy of knowledge is
the distinction between tacit and explicit knowledge. Put simply, the distinction is often
characterized by what has become a catchphrase in the field of knowledge management: ‘we
can know more than we can tell’ (Polanyi, 1966). Explicit knowledge, then, is the knowledge
that we can tell, and tacit knowledge the knowledge that we cannot tell. Concerning this
distinction, there is an ongoing discussion between followers of Nonaka (1994) - who
characterize them as two ends of one dimension - and followers of Polanyi (1966) — who
characterize them as two distinct dimensions. We believe the discussion is mainly fed by
confusing the knowledge objects to which is referred and not by an actual disagreement
between both authors. Polanyi speaks of ‘tacit knowing’ and refers to knowledge as a holistic
concept. On this level, tacitness can be seen as a dimension. Nonaka, on the other hand,
speaks of tacit ‘knowledge’ and refers to smaller chunks of knowledge that can be either
more explicit or more tacit. Around the distinction between tacit and explicit knowledge
more discussions and confusions have taken time and energy of researchers. One persistent
confusion is that explicit knowledge is sometimes — mistakenly in our view - used as a
synonym for represented knowledge (e.g. Binney, 2001). In terms of Polanyi’s phrase, explicit
knowledge is knowledge that can be represented (it can be ‘told’) and represented
knowledge is knowledge that is represented (it is ‘told’). Another popular term for explicit
knowledge is ‘codified knowledge’. When we consider how Boisot has conceptualized
codification, this seems a correct labeling: codification “[..] creates perceptual and
conceptual categories that facilitate the classification of phenomena” (Boisot, 1995: 42).
Hence, it explicates knowledge that was previously tacit. However, confusion arises again
when scholars use the term codification also when they refer to represented knowledge
(Hansen, Nohria, & Tierney, 1999).

While Polanyi has introduced the term ‘tacit’, the concept itself is much older. It has, for
example, been recognized by Hayek (1945) and Ryle (1949). Ryle’s distinction between
‘knowing that’ and ‘knowing how’ is of particular interest here because we believe it helps to
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better understand the differences between explicit and tacit knowledge. Put simply,
‘knowing that’ refers to that what we can preach, while ‘knowing how’ refers to that what
we can practice. As such, ‘knowing that’ is associated with facts, beliefs, theories, and truths,
and ‘knowing how with skills, capabilities, and capacities. "'Knowing that’ is purely
dichotomous: you either know something or you don’t. Ryle explains this as follows: “We
never speak of a person having partial knowledge of a fact or truth, save in the special sense
of his having knowledge of a part of a body of facts or truths. A boy can be said to have partial
knowledge of the counties of England, if he knows some of them and does not know others.
But he could not be said to have incomplete knowledge of Sussex being an English country”
(Ryle, 1949: 57). On the other hand, Ryle continues to argue, “[..] it is proper and normal to
speak of a person knowing in part how to do something, ie. of his having a particular
capacity in a limited degree. An ordinary chess player knows the game pretty well but a
champion knows it better, and even the champion has still much to learn” (ibid: 58). When
we compare Ryle’s taxonomy to Polanyi’s taxonomy, ‘knowing that’ is similar to explicit
knowledge and ‘knowing how’ to tacit knowledge. What we hope to have illustrated with
this comparison is that tacit knowledge is not just ‘vague knowledge' that needs to be
explicated, but is associated with knowledge embedded in what we do and not with
knowledge about facts.

When we compare Ryle’s taxonomy to the systemic taxonomy of knowledge of this
study, there is no one-to-one correspondence between the two taxonomies. However, not all
system elements are equally well-equipped to host ‘knowing that’ and ‘knowing how’, which
implies that there is some relation. As we can directly take from Ryle, actors possess both
types of knowledge. There is, however, a difference in the way both types are exposed to the
outside world. Knowledge of the ‘knowing that’ type can be ‘told’ to other actors. Because it
is explicit, it can be expressed in a language. This means that it can be exposed by information
technologies, like computers and paper. Additionally, some forms of ‘knowing that’ also can be
exposed by ‘non-information technologies’, like machinery and equipment. For example, when
you observe a bicycle, you see that it consists of two wheels, a frame, a saddle, etc.
Technologies, however, cannot expose knowledge of the ‘knowing how' type. Although
technologies can enable and constrain our activities, there is no ‘knowing how’ in them of
how to perform these activities. This can be understood by an example of mastering a
particular skill. Consider painting: you cannot master the skill of painting by observing a
painting or by reading a painting manual. When you observe a painting, you can find out, for
example, what type of paint is used, what colors, and what type of canvas. This is knowledge
of the ‘knowing that’ type. Also, by additionally reading a painting manual, you still cannot
master the skill. From the manual you might learn, for example, what painting techniques
exist, but this is again knowledge of the ‘knowing that’ type (this is obvious when we
consider that this knowledge is ‘told’ by somebody else and thus can only be of the ‘knowing
that’ type). The skill of painting, however, can only be acquired by observing somebody else
that is painting and by doing the painting yourself (or imagining that you are doing it, cf.
Ryle 1949). This suggests that in addition to actors, ‘knowing how' can only reside in
activities. Finally, since knowledge as a system comprises the four types of elements and their
interrelationships it follows that a system can host both types of knowledge.
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Individual vs. Collective Knowledge: A second popular taxonomy of knowledge is the distinction
between individual and collective knowledge (e.g. Hedlund, 1994; Lam, 2000; Spender,
1994). The notion of collective knowledge is currently used to refer to at least two different
things. In its first use, collective knowledge refers to knowledge that is shared by more than
one person. This notion of collectiveness is core to some literature on knowledge sharing
(Hansen, 2002; McLure Wasko & Faraj, 2005). In its second use, collective knowledge refers
to knowledge that resides within the collective and not in individual elements. Using the
image of a jigsaw puzzle, Galunic & Rodan nicely characterize the difference between the
two by distinguishing distribution and dispersion as two distinct forms of diffusion: “A
picture on a jigsaw puzzle is distributed when each person receives a photocopy of the
picture. The same image would [..] be dispersed when each of the pieces is given to a
different person” (1998: 1198). Collective knowledge as dispersed knowledge is knowledge
that resides in the system as a whole; as opposed to individual knowledge, that resides in
elements of the system. Individual knowledge can be brought into action by individuals,
while collective knowledge is located in patterns of behavior and social relationships
(Spender, 1994; Weick & Roberts, 1993). This distinction between individual and collective
knowledge also can be found in typologies of innovations where it is referred to as
component knowledge and architectural knowledge (Henderson & Clark, 1990).

When compared to the systemic taxonomy of knowledge, individual knowledge refers
to knowledge in individual actors, technologies, and activities, while collective knowledge
resides in a system of these elements.

Personal vs. Impersonal Knowledge: A final taxonomy that is used to characterize knowledge, and
that we discuss here, is the distinction between personal and impersonal knowledge
(although scholars not necessarily use these terms to make this distinction). Put simply,
impersonalized knowledge is made person-independent by putting it on some carrier. From
research on semiotics (Ogden & Richards, 1949; Sowa, 2000; Stamper, 1973), we observe that
knowledge can be impersonalized through representations (e.g. a 100-page construction plan
for a new office building) or objects (e.g. ancient construction knowledge embedded in the
construction of pyramids). This distinction corresponds to the aforementioned distinction
between information technologies and non-information technologies.

The use of representations has received much attention in fields like information
systems, information science, and also knowledge management. Moreover, that there are
various levels of impersonalization through representations is at the heart of media-richness
theory, which classifies, for example, face-to-face contact as a personal medium, and a
written document as an impersonal medium (Daft & Lengel, 1984; Daft, Lengel, & Trevino,
1987). Despite of the wealth of publications on the use of representations, the fact that
information is representations of knowledge and not knowledge itself is hardly addressed in
these fields (Carlile & Rebentisch, 2003). Sometimes these fields tend to forget that “we can
represent knowledge, but the representations are not knowledge itself, no more than a map is
the territory it describes” (Clancey, 1993: 33).

That knowledge can be impersonalized in objects was discussed above in the paragraph
on non-information technologies. This kind of impersonalized knowledge is used, for
example, in reverse engineering, technology transfer, and action research. It is remarkable
that, opposed to representations, for this kind of impersonalized knowledge, scholars do
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seem to recognize that it is impersonalizations of knowledge and not knowledge itself. As
some engineers put it in a study by Tyre & Von Hippel “There is so much information in the
machine [that] it takes a very specialized skill to absorb it” (1997: 78).

In terms of the systemic taxonomy of knowledge of this study, personal knowledge
refers to knowledge residing in actors and impersonalized knowledge refers to knowledge in
technologies. Also, since activities are performed by actors and since the knowledge that is
needed to perform them resides in actors, activities are associated with personal knowledge.
Finally, since knowledge in the system resides in a collection of actors, technologies, and
activities, this knowledge is both personal and impersonal.

KI Activities

After these elaborations on the concept of knowledge as the object of a KI system, we can
move on to the second and core element of a KI system: KI activities. As mentioned in
Subsection 1.2.1, KI activities are those activities of which knowledge is the object. Hence,
these activities change some property of knowledge.

The review of the approximately 800 publications on KI and related topics yielded a
collection of numerous KI activities on several abstraction levels. For example, they range
from broad concepts as knowledge transfer (Argote & Ingram, 2000; Argyris & Schon, 1978;
Kim, 1993) and knowledge application (Pentland, 1995) to narrow concepts as chaining (Ellis
& Haugan, 1997) and indexing (Anderson & Pérez-Carballo, 2001).

A detailed discussion on KI activities is postponed to Subsection 2.4.1, where we discuss
the differentiation and patterning of activities. Moreover, Appendix I provides a long list of
KI activities that were found in the reviewed literature. To avoid repetitions at that place, we
do not include a list of activities at this place.

Actors

KI activities are performed by actors. As we have seen in Subsection 1.2.1, in social systems,
actors can be identified by the roles they play in the system. In the particular context of this
study, KI and NPD in high-tech SMEs, these roles include researcher, developer, engineer,
marketeer, and manufacturer. While these roles refer to the NPD process, actors also play
particular roles in the KI aspect system. Based on the conceptualization of a KI system in
Subsection 1.2.1, we can identify three types of roles that are discussed in the KI literature: 1)
the role of the actor in the focal KI system, 2) his role towards the environment of the KI
system, and 3) his role towards the controlling organ of the KI system.

Concerning the first type of role, throughout the literature we found three views on the
roles that individuals play within organizations. The first view stems from gatekeeper theory
(Allen & Cohen, 1969; Tushman, 1977) in which individuals are representatives that identify and
acquire knowledge for the organization. This view is also central in the early information
processing perspective presented by, for example, Daft & Lengel (1984) and Weick (1969), in
which a manager’s task is to reduce equivocation within the organization. In this view the
individual and the collective level are unified. To the environment, the individual acts as
being the organization. Although this view might well reflect the usual situation in
hierarchical organizations, the other extreme could exist in organizations of professionals
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(Mintzberg, 1979). In such organizations, individuals are professionals that identify, acquire, and
then utilize knowledge themselves. In this view, autonomous individuals that are fully
responsible for their own work can execute their activities. In between these two extremes,
there is a third view, which emerges when considering that KI activities often cut across
business processes and organizational units. Knowledge that is identified, acquired, and
applied in one business process or unit can also be used within another business process or
unit. This occurs, for example, in NPD, where knowledge acquired and used by a production
department is also used in the development of a new product by an R & D department. In
this view, individuals are specialists that possess different areas of expertise.

Concerning the second type of roles, individuals' roles towards the environment, the
most obvious roles are that of knowledge source and recipient. When we consider a focal KI
system, this system selectively receives knowledge from its environment and integrates it. In
her work on knowledge reuse, Markus (2001) distinguishes four different roles of knowledge
reusers. Since these roles also concern the relation between a source and a recipient (the
reuser) of knowledge, we believe these roles also apply to KI. The first role of knowledge
reusers is that of shared work producers. In this role, source and recipient work together in a
team. This is the case, for example, in a design team where individuals of different firms work
together on the development of a new product. The second role is that of shared work
practitioners. In this role, source and recipient perform similar work in different settings.
This is typical in communities of practice. The third role is the role of expert-seeking novices.
In this role, the recipient is a novice that has an occasional need for knowledge of an expert
(the source). An example is the use of a helpdesk. Finally, Markus distinguishes the role of
secondary knowledge miners. In this role, the recipient develops new knowledge based on
existing knowledge of the source. An example is a researcher reviewing a lot of literature and
trying to abstract a new theory from it. While these four roles refer particularly to the work
context of people, in their relation to the source, people also take other roles. Examples are
the roles of friends, former colleagues, or fellow students of a source of knowledge (Smeltzer,
Fann, & Nikolaisen, 1988; White, Bennett, & Shipsey, 1982). In the particular context of this
study, some people play a role as academic towards their sources (Rosenbloom & Wolek,
1967). Because of their close relation to science, employees of science-based firms also may
operate in the academic realm. For example, while developing a new product for a firm, they
might use their academic contacts to find relative scientific information.

Concerning the third type of role, it was remarked in Subsection 1.2.1 that systems
sometimes can take a role as target system (TS) and sometimes as controlling organ (CO).
This also applies to actors. In some cases, an actor is being controlled by somebody else,
while in another case the roles are exchanged. Traditionally, the roles of controlled and
controlling actors are associated with respectively workers and management. This view is
reflected, for example, in Wijnhoven’s (1995) work on organizational learning and control
systems in machine bureaucracies and in cybernetics (Beer, 1971). However, these roles also
have been applied to sources and recipients of knowledge. For example, Ariely (2000) has
analyzed how advertisers can influence consumer’s decision making and preferences by
controlling the flow of information to consumers.
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There are probably more ways to characterize the role of actors in a KI system. However,
since our objective is to develop a systemic model in which the relations between elements is
of crucial importance, we have limited the discussion to the relation that actors have with
other actors inside and outside the focal system and to the relation between actors in the
controlling system and the target system.

Technology

The final element of a systemic KI model is the technology that is used to perform KI
activities. In the discussion on knowledge as a system element it was discussed that
knowledge resides in information technologies and in non-information technologies.
Additionally, technologies also are used to perform the KI activities. This is obvious for
information technologies: we use computers, for example, to search for knowledge on the
Internet and to exchange knowledge by e-mail. These technologies do not only enable our KI
activities, they also change them, which has been the focus on some work on the use of
network technologies for communication (e.g. Castells, 1996; Schultze & Orlikowski, 2004).
It does not need further explanation that searching, communicating, and storing knowledge
is different when we use traditional information technologies (card indexes, letters, and
paper files) than when we use computers.

Also non-information technologies enable and affect KI activities. For example, we are
using cabinets to store our books, a desk on which we ‘organize’ our documents, and a room
with an overhead projector to disseminate our findings to colleagues. While, in general, the
role of such technologies is researched in the socio-technical systems research (see
Subsection 1.2.1), we are not aware of any publication in the reviewed fields that explicitly
addresses the effect on KI activities. From the examples mentioned above, it is however
evident that non-information technology can substantially affect KI activities.

Consequences for KI

While this subsection only has addressed the first of seven characteristics of a KI system, we
can already see that what was said about the elements of a KI system substantially affects
how we perceive KI. First of all, with the taxonomy of knowledge discussed in this
subsection, we can now provide a more concrete picture of what it means to integrate
knowledge. The taxonomy shows that when we want to integrate knowledge, this involves
the integration of knowledge residing in four different types of system elements (actors,
(non)-information technologies, and activities) into a system of knowledge. Or, in a
somewhat more complex form, integrating knowledge means that a system of knowledge has
to be integrated into another system of knowledge. This is the case, for example, when one
company takes over another company and wants to integrate this other company into its
own company. This conceptualization of KI is different from (though not necessarily
incompatible with) the probably most well known conceptualization of KI by Grant, who
focuses on the integration of knowledge from different specializations. The taxonomy of
knowledge also shows that the integration of one type of knowledge will be more difficult
than the integration of other types of knowledge. For example, knowledge that resides in the
separate elements of a system is easier to identify, transfer, and transform than knowledge
that resides in a system of these elements.
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Concerning the KI activities, this subsection has not yet provided much detail; this is
postponed to Subsection 2.4.1 in which patterns of KI activities are discussed. However, we
can already conceive that the taxonomy of knowledge also has consequences for the type of
KI activities that are performed within a KI system. The five different types of knowledge
that were identified will ask for different KI activities. For example, transferring knowledge
that resides in an individual actor’s brain is different from transferring knowledge that is
written down in a document.

Concerning actors as elements of a KI system, we can see that different roles are
associated with different distributions of work within a KI system. For example, a KI system
in which all individual actors work as professionals and acquire their own external
knowledge will be different from a system in which representatives of the system acquire
external knowledge and disseminate this to others within the system. Also in relation to the
environment the roles of actors affect the KI activities that are to be performed. For example,
when source and recipient are shared work producers, they operate within the same context.
In this case, the recipient can probably apply knowledge from the source without many
problems. On the other hand, an expert-seeking novice will have much more difficulty
understanding what his source is talking about and to apply his knowledge. In the discussion
on control, we have seen that actors sometimes can take the role as controlling organ and
sometimes as a target system. This also has consequences for the activities that are
performed. For example, when in the role of controlling organ, somebody is performing
activities by which he is trying to influence somebody, which are completely different from
KI activities by which he is integrating knowledge.

Finally, concerning technology as system element, we see that KI activities are
performed differently when the technology that is used is different. Since this was illustrated
both for information technology and for non-information technology, we will not provide
examples here. Rather we will move on to the next characteristic of a KI system: its
boundaries.

232 Boundaries of a KI System

The second structural characteristic a KI system is its boundaries. System boundaries define
what is considered to be internal to a KI system and what is considered to be external to a KI
system (the environment, or ‘supersystem’). There are three aspects of system boundaries
that have gained attention in the current KI literature. These are the location of the boundary
of a KI system, the character of this boundary, and the origin of this boundary. This
subsection elaborates on what has been written in the current KI literature on each of these
three aspects of the boundaries of a KI system.

Location of Boundaries

In order to describe the boundaries of a KI system, we can use each of the system elements
discussed in Subsection 2.3.1. In the reviewed KI literature, the most common way to do so is
by describing the actors of the system. In the various research fields we find a variety of the
level of aggregation at which system boundaries are set.

The smallest system that we find is that of an individual actor interacting with another
individual actor or with technology. Examples are situations where two individuals
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communicate, or individuals interact with computer systems. This type of system is found in
the literature on, for example, information seeking and retrieval (e.g. Bates, 1979; e.g. Belkin
& Croft, 1992; Ellis & Haugan, 1997; Krikelas, 1983; Xie, 2002), and data collection
techniques in research methodology (Cooke, 1994; Flanagan, 1954). On a higher level of
aggregation we find systems at the level of groups. Examples are knowledge sharing in teams
(Majchrzak et al,, 2002), knowledge creation in groups (Leonard & Sensiper, 1998), and
knowledge integration in virtual teams (Alavi & Tiwana, 2002). Another way of defining
system boundaries at this level of aggregation is by focusing on organizational departments.
For example, in his work on technology transfer, Allen (1977) considers the boundaries of the
system to be the boundaries of the ‘technology’ function in a firm, (the engineering
department). This way of locating boundaries is also used in literature on knowledge transfer
and integration between R&D and marketing departments (Gupta, Raj, & Wilemon, 1985;
Moenaert & Souder, 1996). At a level higher, we find systems where the boundaries are
located at the level of organizations. Usually these include a number of departments
consisting of a number of individuals. This location of system boundaries is most common in
the fields of organizational memory, organizational learning, and knowledge management
(Huber, 1991; Kim, 1993; Walsh & Ungson, 1991; Wijnhoven, 1999b) and the fields of
environmental scanning and information processing (Choo, 2002; Corner, Kinicki, & Keats,
1994; Daft & Weick, 1984; Tushman & Nadler, 1978). Some authors go beyond the
organization as a system and consider dyads and networks of organization as a system.
Examples are in the field of knowledge transfer in alliances (Hamel, 1991; Larsson et al., 1998;
Soh, 2003), knowledge management in virtual organizations (Blecker & Neumann, 2000)
and knowledge networks (Boari & Lipparini, 1999; Dyer & Nobeoka, 2000; Groen et al.,
2002; Kogut, 2000; Van Baalen, Bloemhof-Ruwaard, & Van Heck, 2005). Finally, there are
authors who analyze society as a system. An example is Hayek (1945), who discusses the use
of knowledge in society. Also Castells (1996) considers systems at this level of aggregation.

Character of Boundaries

Subsection 1.2.1 has mentioned two characteristics of system boundaries that characterize an
open social system: permeability and stability. We have argued that social systems are open
systems that interact with their environment. Hence, their boundaries are permeable. In most
of the fields reviewed in this study this is explicitly acknowledged. Particularly in the fields
of, for example, information seeking, environmental scanning, information processing,
boundary spanning, and absorptive capacity much attention has been given to the openness
of the system: these fields elaborately analyze the way systems import knowledge from their
environment. Also in action research (Spradley, 1980), system boundaries are assumed to be
permeable. By switching between his role as observer and his role as participant, the action
researcher is constantly crossing the boundary between the action system and the research
system. In other fields, quite often, the link of the system with its environment is not
mentioned or simplified to a single connection. An example of the latter is in the fields of
organizational learning and memory, where the link to the environment is sometimes
instantiated as the acquisition of knowledge from the environment (Huber, 1991; Walsh &
Ungson, 1991; Wijnhoven, 2003). An example of a field where the link of the system with its
environment has received little attention is that of knowledge management. With some
exceptions (e.g. Wiig, De Hoog, & Van der Spek, 1997), this field has concentrated on the
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internal aspects of a system (Alavi & Leidner, 2001; Nissen, Kamel, & Sengupta, 2000;
Pentland, 1995).

A second aspect to characterize system boundaries is their stability. With only very few
exceptions we can observe that all of the reviewed fields consider - either implicitly or
explicitly - the boundaries of the system under study to be stable. Without giving specific
references, we see that in these fields, the boundaries of the system are determined in advance
and considered to be unaffected by the process under study. An exception is literature on the
transfer and integration of knowledge in mergers and acquisitions (Bresman, Birkinshaw, &
Nobel, 1999; Empson, 2001) where the boundaries of the system are extended by
incorporating another firm. Another exception is literature on knowledge brokerage in
which a knowledge broker is gradually building a network by linking previously
unconnected actors (Hargadon, 2002).

Origin of Boundaries

In theory, KI system boundaries can be determined by every imaginable aspect of a KI
system. Hence, rather than trying to provide a full account of possible ways to define system
boundaries, we provide those ways that were most used in the reviewed KI literature.

The first and most common way of defining the boundaries of a KI system is by -
explicitly, but more often implicitly - considering them identical to the organizational
boundaries. With organization here is meant the formal organization that is established by
legal contracts. Examples are research on organizational learning in small firms, where the
system boundaries are similar to that of the small firm (Chaston, Badger, & Sadler-Smith,
2001); and research on knowledge flows within multinationals where the system boundaries
are similar to that of the multinational (Gupta & Govindarajan, 2000). Also at the
intraorganizational level, the formal organization is often copied for the defining of KI system
boundaries. Hence, if the organization is organized by function (e.g. engineering, marketing,
manufacturing), output (e.g. product line 1, product line 2), or customer (e.g. public,
business, private) (Nadler & Tushman, 1988), the system boundaries are defined accordingly.
Examples are respectively (Shuchman, 1981), (Ramesh & Tiwana, 1999), and (Lord & Ranft,
2000).

Another way of determining system boundaries is by a common physical object that is
used for the input, throughput, or output of the system. We find this, for example, in the
literature on information systems (development), information retrieval, and regional
networks. An example is the use of intranets as a means to support knowledge work.
Extending the work of Choo, Detlor, & Turnbull (2000), Stenmark (2001) suggests that
intranets play a role as information space, awareness space, communication space, and
collaboration space. By defining the space, the intranet also sets the boundaries of the system
under study. Another example is in information retrieval where the retrieval system
determines the boundaries of the system, i.e. the concerning information technology and its
users. A final example is in the field of regional networks, where the physical proximity is
used as a means to define the boundaries of a system (Almeida & Kogut, 1999).

A third way of defining boundaries of a system is by taking into account the common
interest and/or knowledge of a group of individuals. This view on system boundaries is
adopted, for example, in the knowledge based theory of the firm, where the boundaries of a
firm are assumed to derive from the activity system of knowledge production and application
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(Spender, 1996a). Also in other fields we find similar ways of defining system boundaries.
Examples of this are a dispersed team working together towards the common interest of
solving a problem (Majchrzak et al., 2002), and KI in cross-functional projects (Huang &
Newell, 2003). Also the development of Linux software can be considered as an example
where the boundaries of the system are not defined by legal organizational boundaries, but
by a common interest in developing more successful software (Lee & Cole, 2003). A final
example is communities and networks of practice, where individuals share a common
expertise or skill, either as a pre-condition, or as a result of their connectedness (McLure
Wasko & Faraj, 2000; Van Baalen, Bloemhof-Ruwaard, & Van Heck, 2005).

A fourth way of defining system boundaries is by considering the activities that are
performed. Regarding business activities in general, this is done, for example, in a functional
organization structure (see above). This also can be done by leaving the organization
structure and looking at K1 activities instead of business activities. This is done, for example,
by Wijnhoven & Kraaijenbrink (2005) when they suggest five roles in information markets,
networks, and hierarchies: the information service, the supplier, the customer, the sponsor,
and the subcontractor. Although the labels that are used also are used to refer to formal
organizations, they refer to roles that can be instantiated both within a single organization,
by various organizations, or by individuals. Another field where activities are used to define
the system boundaries is that of research methodology. When describing a research
methodology, it is the activities that are described and that define what is part of the research
and what is not.

Consequences for KI

As this subsection has illustrated, there are different views on the location, character, and
origin of KI system boundaries in the current literature. It seems that the most dominant
view is a view in which the boundaries of a KI system are set in advance along the boundaries
of the formal organization and are assumed relatively stable for the period under
consideration. From the systems theory perspective outlined in Subsection 1.2.1, however, we
can see that this dominant view is not in line with some of the fundamentals of systems
theory:

- The boundaries of a KI system are not stable unless we consider the KI system only in a
short time period;

- The boundaries of a KI system depend on the aspect under consideration, in this case
knowledge. This implies that the boundaries of a KI system are not automatically
identical to the boundaries of the formal organization.

- The boundaries of a KI system are a result of patterns of activities. Thus, a boundary
should not be predefined, but should be considered as dependent of the activities in the
KI system.

Since the dominant view on system boundaries departs so much from these fundamentals,

we will not adopt this view in this study. Rather, concerning this characteristic of a KI

system, we turn to those other views presented in this subsection that are more compatible
with systems theory. In particular Spender’s view on the boundaries of a KI system well fits
the fundamentals of systems theory. This is not surprising since Spender applies a systems
theory perspective in his paper. From Spender’s work and from the outline of a KI system in
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Subsection 1.2.1, we adopt a view of KI system boundaries in which these boundaries are
open, changing, and dependent on the patterns of KI activities that emerge in the course of
time. This view will be further specified in subsequent chapters.

2.3.3 Internal Structure of a KI System

We have discussed the elements and the boundaries of a KI system in Subsections 2.3.1 and
2.3.2. The final structural characteristic that we discuss in this subsection is the internal
structure of the system, which indicates how the elements are organized within the system
boundaries. As discussed in Subsection 1.2.1, a KI system is a hierarchical system. This
suggests that there are two dimensions of system structure: levels of aggregation and
functional subsystems. In systems theory, the supposed relation between the two is that
subsystems can be distinguished at each level of aggregation. Additionally, as also discussed
in Subsection 1.2.1, KI target systems (TSs) at each level of aggregation are controlled by their
own a controlling organs (COs). This distinction between COs and TS comprises a third
dimension of KI system structure.

Before we elaborate on what the current KI literature mentions about these two
dimensions, it is useful to remark that a considerable share of the KI literature considers KI
as a black box. This literature focuses on the inputs, outputs, or changes to the system, rather
than on its internal structure. An example is De Boer, Van den Bosch, & Volberda (1999) who
analyze the effect of organizational form and combinative capabilities on KI efficiency, scope,
and flexibility. Another example is Lane & Lubatkin (1998) in their analysis of the effects of
partner similarity on interfirm learning. While more examples exist, we will now focus on
the three dimensions of the structure of a KI system: levels, subsystems, and control.

Levels of Aggregation

A way in which the literature is concerned with the structure of KI systems is by
distinguishing several levels of aggregation. Subsection 2.3.2 already discussed levels of
aggregation in relation to system boundaries. Here we focus on aggregation levels within a
system. Examples of models in which at least two system levels are distinguished abound in
the KI literature. In particular the literature on organizational learning and information
processing provides a rich picking for such models. In its simplest form these models discern
the individual and the organizational level. One basic model is that of Hedberg (1981) which
suggests how individual and organizational learning affect each other. Other examples in the
tield of organizational learning in which these two levels are distinguished are (Argyris &
Schon, 1978; Hedberg, 1981; Kim, 1993; March, 1991; Spender, 1994). An example in the field of
information processing is Corner, Kinicki, & Keat (1994) who provide an integrated model of
organizational and individual information processing. A somewhat different example
concerning these two system levels can be found in the early information processing
literature (Daft & Lengel, 1984; Weick, 1969), in which individual managers’ tasks are to
reduce equivocation within the organization. Finally, also in the literature on learning and
knowledge sharing in groups two system levels are distinguished. An example is Alavi &
Tiwana’s (2002) work on KI in virtual teams.
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In addition to the majority of KI literature that concerns one or two system levels, there are
publications distinguishing more levels. For example, Crossan, Lane, & White (1999)
distinguish three levels (individual, group, and organization) when they describe
organizational learning as a dynamic process. In his work on ‘knowledge management in the
N-form corporation’ Hedlund (1994) adds to this the interorganizational level, resulting in a
four-level model of a system.

Functional Subsystems

It is assumed in systems theory that within a system, at each level of aggregation, functional
subsystems can be distinguished. The simple idea behind this is that, at a certain level, one
subsystem will not perform all necessary activities at that level, but will specialize on
particular activities. In other words, there is a division of labor amongst the subsystems. The
patterns of activities that emerge from this division of labor comprise the function of a
subsystem.

As also was the case for system boundaries, in the literature, subsystems are sometimes
defined using the formal organizational boundaries. This is done in, for example, research on
the interface between the R&D and Marketing department (e.g. Gupta, Raj, & Wilemon,
1985). Since this study concerns the KI aspectsystem, we will, however, focus on those
subdivisons in subsystems that are made from a KI perspective. When we scrutinize the
current KI literature, there appear two ways in which subsystems are identified: based on the
effect that KI activities have on knowledge (knowledge functions), and based on their effect
on the system (system functions). In the first case, subsystems consist of KI activities that are
similar. For example, they consist of multiple KI activities that lead to the acquisition of
knowledge. In the second case, subsystems consist of various KI activities that are
complementary. In principle, both types of functions could be used to decompose a system into
subsystems. While both types of subdivisions appear throughout the KI literature (as can be
seen below), we found only one article in which the two types are explicitly mentioned. This
concerns Stein & Zwass' (1995) paper on organizational memory information systems (they
call the two types of functions respectively ‘mnemonic functions and ‘organizational
effectiveness functions’). Below we will discuss how the two types of functions are discussed
in the KI literature. In Chapters 3 and 4 we will see whether, in a KI system, one type of
function is to be preferred over the other type of function in organizing KI systems.

Knowledge Functions

A first ground on which subsystems are discerned in the KI literature, is the function that
subsystems have in relation to the knowledge they act upon. The simplest subdivision that
we find here is one in two subsystems: a subsystem providing knowledge and a subsystem
using knowledge. This distinction is one of the fundamental notions in economics, where
resources are generated at one place, and, by means of a certain allocation principle, utilized
at another place. An example where this division is made very explicit is that of technology
transfer of Albino, Garavelli & Schiuma (1999). They distinguish between two systems of
technology transfer: the information system and the interpretative system. The information
system is responsible for the provision of information, and the interpretation system is
responsible for the acquisition, communication, application, acceptance, and assimilation of
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knowledge in the organization. Similar subdivisions are made by, for example, Krikelas
(1983), Taylor (1968), Boari & Lipparini (1999) and Spender (1996a).

Another subdivision in knowledge functions that is frequently applied in the current
literature is based on Nonaka’s (1994) typology of knowledge creation processes. Nonaka has
inspired many scholars in the field of knowledge management. While Nonaka presents the
processes of socialization, externalization, internalization, and combination as knowledge
creation modes, Becerra-Fernandez & Sabherwal (2001) and. Zack (1999) use Nonaka’s
framework to identify four types of knowledge subsystems:

- From tacit to tacit: within-firm creation, sharing and integration

- From tacit to explicit: within-firm articulation and codification

- From explicit to tacit: reapplication and internalization

- From explicit to explicit: cross-firm transfer and imitation

A final decomposition that we will mention here is the decomposition by Stein & Zwass
(1995), who distinguish between the following knowledge functions: knowledge acquisition,
knowledge retention, knowledge maintenance, and knowledge search and retrieval. This
type of decomposition is typical for many publications in the fields of organizational
memory, knowledge management, and organizational memory information systems.

While these three decompositions into knowledge functions explicitly consider the
knowledge functions as subsystems, other decompositions of KI into knowledge functions
are numerous in the KI literature. However, they are not considered explicitly as subsystems
by their authors. We will come back to this in Subsection 2.4.1, where we discuss patterns of
KI activities. Also, they are listed in Appendix .

System Functions

The second ground for distinguishing subsystems is the function that subsystems have in
relation to the system of which they are part. A frequently observed subdivision is a
distinction between a subsystem interacting with the environment, and a subsystem for the
internal part of the system. We find this kind of systems in the literature on, for example,
information seeking, boundary spanning, and environmental scanning. For example, referring
explicitly to Katz & Kahn’s work on systems theory (Katz & Kahn, 1966), Tushman (1977)
considers organizations to consist of an internal subsystem that has no connection to the
environment and a subsystem that interacts with the environment (the so-called boundary
spanners). Another example is in the advancement that Zahra & George (2002) have made to
Cohen & Levinthal’'s (1990) concept of absorptive capacity. Zahra & George distinguish
between potential absorptive capacity (acquisition and assimilation of knowledge;
representing the subsystem interacting with the environment) and realized absorptive
capacity (transformation and exploitation of knowledge; representing the internal
subsystem). A subdivision that is similar and used, for example, in literature on
organizational learning, is the distinction between the exploration of new possibilities and
the exploitation of old certainties (March, 1991; Schumpeter, 1934).

In the field of organizational memory information systems we find a subdivision that is
more refined and distinguishes four subsystems. Based on the work of Quinn & Rohrbaugh
(1983) and Parsons (1959), Stein & Zwass (1995) distinguish four functions contributing to
four different aspects of organizational effectiveness. These functions also are distinguished
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by Wijnhoven (2003; 2005) in his work on operational knowledge management. The four

functions are (as defined by Stein & Zwass):

1. Adaptive function: views effectiveness in terms of the ability of the organization to adapt
to changes in its environment.

2. Goal attainment function: views effectiveness in terms of the ability of the organization
to set goals and evaluate the degree of their fulfillment.

3. Integrative function: views effectiveness in terms of the organizational coordination and
management of information across the organization.

4. Pattern maintenance function: views effectiveness in terms of the ability of the
organization to maintain the cohesion and the morale of the workforce.

While there are some more decompositions of KI in system functions, they are not

considered explicitly as subsystems by their authors. As for the knowledge functions, we will

come back to this in Subsection 2.4.1. These functions are listed in Appendix II.

Control

Both the KI system and its subsystems are controlled by a controlling organ. This controlling
organ (CO) sets goals for the KI (sub)system, evaluates the performance of the KI
(sub)system, and tries to steer the KI (sub)system. In Subsection 1.3.1 (Contribution to
Practice), we have deliberately excluded the CO for the KI system as a whole (meaning, at
the level of analysis of this study) from our model, because this CO will be the targeted user
of the outcomes of this study in practice. However, since a KI system is assumed to be
recursive, the COs of the KI subsystems are part of the structure of the KI system. When we
look in the KI literature for this third dimension of the internal structure of a KI system, we
find three different approaches.

A first approach to positioning control in a KI system is positioning it in a separate
system. When control is performed by such a separate system — a separate CO - this is called
‘extrinsic control’ (De Leeuw, 2000). We see it in some publications in the field of
organizational learning, memory, and knowledge management. One of the most explicit
examples is Wiig, De Hoog & Van der Spek (1997) who distinguish between two levels in
knowledge management: a level of knowledge management activities (review, conceptualize,
reflect, and act) and a level of knowledge operations (develop, distribute, combine, and
consolidate). These two levels are virtually identical to the distinction between CO and TS.
Another example that makes a similar distinction between the two systems is Wijnhoven
(1995), who distinguishes between 1) organizational learning (the TS), and 2) monitoring
information and control systems (the CO). In some literature on information seeking we find
implicitly the same approach. In this literature, goals are considered as an input for
information seeking to which feedback takes place (Wilson, 1999; Ellis & Haugan). Hence, it
seems to be assumed there that the control function is performed by another system than the
information seeking system or by the context of the information seeking system.

In the second approach, goal formulation, evaluation, and steering are considered as part
of a sequence of KI activities. As such, control - implicitly or explicitly - is modeled as being
performed by a KI system and not by a separate CO. This can be called ‘intrinsic control’ (De
Leeuw, 2000). We see this, probably most explicitly, in the literature on organizational
learning, where the results of actions are fed back to the goals that were set. Consequently,
adaptation of actions takes place (single-loop learning) or adaptation of goals and actions
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(double-loop learning) (Argyris & Schon, 1978; Wijnhoven, 1995; Kim, 1993). We also see
this in part of the literature on knowledge management (KM) where KM is seen as a process
of KM activities. An example is Uit Beijerse (2000) who mentions ‘determine the knowledge
necessary’ as the first phase of the KM process and ‘knowledge evaluation’ as the last phase.
Another explicit example is Te'eni & Feldman (2001) who distinguish five cognitive
processes for the location of text, starting with ‘goal formulation’ and ending with ‘control’.
Finally, also Choo (2002) distinguishes seven processes of information management of which
‘needs’ is the first and ‘adaptive behavior’ the last. Similar approaches are found in
publications in each of the reviewed fields of literature. However, compared to the number of
publications that do not include control in their sequence of KI activities, there are only few
that do include them. An exception is the field of research methodology, where the research
process usually starts with goals and follows a cycle in which evaluation and adaptation
takes place. Examples of how goals are included there as a first phase are ‘set the stage, plan
and specify’ (Flanagan, 1954), ‘choose a problem’ (Glaser & Strauss, 1967), and ‘research
objective’ (Verschuren & Doorewaard, 1999). Evaluation and adaptation are usually
presented as a feedback loop.

The third, and most common approach to positioning control in a KI system in the KI
literature is by simply not including control. Within each of the reviewed fields, with the
possible exception of research methodology, most publications that were found describe KI
activities without referring to goals, evaluation, and adaptation. Rather than at this place
invoking publications in which control is are not included, we refer to Appendix I, where we
tind numerous examples of publications that distinguish knowledge functions. As can be
seen in that appendix, many of them do not at all refer to some form of control.

It is remarkable after the review of the KI literature from this third dimension of system
structure, that virtually none of the publications we found considers control at more than
one level of aggregation. A notable exception is the literature on organizational learning,
where the interaction between individual learning and organizational learning is studied (e.g.
Kim, 1993; Crossan, Lane, & White, 1999). While this literature does not explicitly
distinguish between a CO and a TS, it explicates that control within a KI system is located at
more than one level. For example, Kim (1993) distinguishes between the individual and
organizational level, and Crossan, Lane, & White (1999) between the individual, group, and
organizational level. We will explain this in more detail in Subsection 2.5.2, where we
discuss the evolution of a KI system.

Consequences for KI

From this review of the KI literature that concerns the structure of a KI system, we can learn
anumber of things about KI that help us to develop a systemic KI model.

Concerning the levels of aggregation, it has become clear now that scholars have chosen
different levels to analyze KI systems. We also can choose the level at which we want to
model a KI system. For example, we can decide to model a KI system at the level of a group,
an organization, or even a society. Considering that this study focuses on high-tech SMEs
and not on societies, we will not model a KI system at the level of a society. Rather, we will
choose a lower level of aggregation. Since most of the reviewed literature concerns these
lower levels of aggregation, it seems that we can invoke much of this literature in developing
a systemic KI model (see Chapter 4).
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Concerning subsystems, we have seen that there are two distinct ways to decompose KI
systems: based on knowledge functions and based on system functions. It is remarkable that,
while the distinction between the two appears (explicitly, but more often implicitly)
throughout the KI literature, knowledge functions - or more generally, resource functions -
are virtually not mentioned in the literature on systems theory. Since subsystems are
comprised of patterns of KI activities, we will further elaborate on this in Subsection 2.4.1.
Considering that KI subsystems also are KI systems in themselves, we want to emphasize
that what was said in the previous two subsections also applies to KI subsystems: they
consist of knowledge, KI activities, actors, and technology, and have boundaries that are
open and changing.

Concerning the control function in KI systems, we have seen that only few publications
on KI make an explicit distinction between a controlling organ (CO) and a target system
(TS). As long as the control function is somehow included, we think this is not a problem.
After all, as argued before, the distinction between CO and TS is a conceptual distinction; in
practice both functions might be performed by the same system and the same persons.
However, we do believe it is problematic when the control function is not included at all.
This is, as argued above, the case in a rather large share of the reviewed literature, which does
not consider control, goals, evaluation, or adaptation at all. Since management is to a large
extent associated with control, it is particularly remarkable that this also applies to much of
the knowledge management literature. Another remarkable observation is that control is
mostly assumed to be located at only one system level. The risk of such conceptualization of
KI is that it can lead to a deterministic top-down view of KI. In line with the literature on
organizational learning, we believe this is not a realistic view. In sum, we observe that, with
exceptions, the control function is not very well developed in the current KI literature.
Therefore, for developing the control function of a KI system in Chapter 4, we will deviate
from the bulk of the reviewed literature and focus on those publications that are most in line
with a systems perspective on KI (e.g. Wiig, De Hoog, & Van der Spek, 1997; Kim, 1993;
Crossan, Lane, & White, 1999).

Finally, subsections 2.3.1, 2.3.2, and 2.3.3 have now provided the view on the structure of
a KI system that emerges from the KI literature. The next section will complement this view
with a review of what is said in the K1 literature on the behavioral characteristics of KI.

2.4  System in the KI Literature: Behavioral Characteristics

The second type of characteristics of KI systems that we discuss are the behavioral
characteristics. As presented in Subsection 1.2.2, these include the patterns of KI activities
within a KI (sub)system (Subsection 2.4.1), and the interchange between KI (sub)systems
(Subsection 2.4.2).

241 Differentiated and Patterned KI Activities

Subsection 2.3.3 has mentioned that two types of functional subsystems are distinguished in
the current literature: subsystems based on knowledge functions and subsystems based on
system functions. As repeated several times, in a KI system, the backbone of functions (and
thus of subsystems) is patterns of activities. As a KI system has no physical structure, these
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patterns account for the stableness of the system. Before we move on to the particular
patterns of KI activities as they appear in the current literature, we want to discuss what it
actually means that a KI system consists of patterns of activities. To this end, we turn to the
literature on (organizational) routines.

Routines are regular and predictable behavioral patterns of firms (Nelson & Winter,
1982: 118), or, as March & Simon define them: an organizational routine is “[...] a set of
activities [ ..] routinized to the extent that choice has been simplified by the development of a
fixed response to defined stimuli” (March & Simon, 1958: 142). Routines are not those
patterns of activities that are officially documented, for example, in manuals and
instructions. Rather, routines are the actual patterns of activities in the organization
(Feldman & Pentland, 2003). While these definitions of routines concern organizational
routines, also individuals have routines: people have developed particular ways of working
such that they do not have to decide about their actions every day again. While routines can
be very effective and efficient in stable environments, in dynamic environments, however,
there are few “defined stimuli”. Therefore, in these environments, adaptation of the repertoire
of these routines is thus crucial (Argyris & Schon, 1978; Levitt & March, 1988). It is however
argued that many organizations do not have a wide repertoire of routines, because it requires
such amounts of excess capacity to have them that it is hard for such organizations to survive
(Hannan & Freeman, 1977). Consequently, as Hannan & Freeman argue, many organizations
will only have a limited set of rather stable patterns of activities. When we copy this
argument to KI systems, it is to be expected that these consist of a limited set of rather stable
patterns of KI activities. Below, we will discuss what has been said about this in the current
KI literature. As for the subsystems, we can distinguish two types of patterns of KI activities:
according to knowledge functions, and according to system functions.

Knowledge Functions

In the current KI literature, numerous examples can be found of decompositions of KI into
two or more knowledge functions (KFs). Often these KFs are instantiated as decompositions
of a knowledge process into types of activities (cf. Alavi & Leidner, 2001). Because the
number of different decompositions is huge, it is useful to somewhat organize them.

In Subsection 2.3.3 we have seen that from the perspective of KFs, it is rather common
(in particularly in the information seeking literature) to distinguish between two types of
systems: sources and recipients. When we consider the patterns of activities that relate to
this subdivision of systems, we can observe that these have been central to the economic
theories of the allocation of resources. These theories discern three patterns of activities:
generation, allocation, and utilization of resources. Also in the reviewed KI literature, these
are explicitly mentioned in the knowledge based view of the firm (Spender, 1996a) and some
KM models (Choo, Detlor, & Turnbull, 2000). Moreover, a similar distinction can be found
in Shannon and Weaver’s (1949) communication theory (source, transmission, receiver).
When we copy these three patterns of activities to the KI context, we arrive at the view that
knowledge is generated at a source, allocated to a recipient, and utilized by the recipient. The
economic models and their counterparts in the KI literature provide a bird’s eye-view on
systems consisting of multiple organizations; that is, they look at sources and recipients from
an outside perspective. In this study, however, we are interested in the system that is
integrating the knowledge; that is, the recipient of the knowledge. When we take the
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perspective of the integrating system, it is not the generation of knowledge that we are
interested in, but its identification. Identification concerns those activities that connect a
source to a recipient. The result is that the recipient can locate relevant external knowledge
or an external source with relevant knowledge. Also, it is not the allocation of knowledge
which interests us, but its acquisition by the KI system. Acquisition concerns those activities
that establish a transfer of knowledge from source to recipient. Finally, since utilization
already concerns the recipient, this third pattern can directly be copied to the KI context.
Utilization, then, concerns those activities internal to the recipient that are performed in
order to finally integrate the knowledge. Hence, this leaves us with three patterns of KI
activities, or three KFs of the knowledge integrating system: knowledge identification,
knowledge acquisition, and knowledge utilization (see also Kraaijenbrink, 2003;
Kraaijenbrink, Faran, & Hauptman, 2005; Kraaijenbrink & Wijnhoven, 2000).

Above, it was mentioned that some KI publications have based their classification of
activities on the economic theories of resource allocation. Additionally, the KI literature
provides many other classifications of KI activities into KFs. Our review yielded 63 different
classifications, which are summarized in Appendix I. Extending Alavi & Leidner’s (2001)
observation that the KM field mainly consists of decompositions of KM processes, we
observe that most of the 63 classifications concern a sequence of KFs. Also, the fact that they
are all 63 different, illustrates that there is no unified model of KFs available in the current
literature. For example, the models differ in the number of KFs they discern, ranging from
two (e.g. Hansen, 1999) to nine functions (e.g. Uit Beijerse, 2000). Moreover, they differ in
the scope of KFs. For example, Bates (1979) concentrates on the input (i.e. information
search), while Hedlund (1994) includes the input (i.e. assimilation), throughput (e.g.
articulation, extension) and output (dissemination) of knowledge. Finally, they differ in the
levels of aggregation they include. For example, while Wilson (1981) focuses on the
individual level, Hedlund (1994) considers four levels of aggregation.

Despite of their differences, we can see that, throughout the several fields of literature,
there is a lot of overlap between the classifications in that they concern similar activities. As
we will show in the next pages, the activities mentioned in the literature can be categorized
into the three knowledge functions described above. In this categorization we also include
publications that concern single activities rather than classifications of activities.

Knowledge Identification

All activities from initiating a KI process up to and including locating specific external
knowledge, are regarded as parts of the identification function. Dependent on who takes the
initiative (source or recipient) we can distinguish three classes of knowledge identification.
These three classes stem from the literature on environmental scanning. Aguilar (1967), Daft
& Weick (1984), and Choo (2001) identify the level of intrusiveness of the seeker as a
distinguishing aspect of information seeking behavior. In his distinction between solicited
and unsolicited information, Aguilar also deemed this aspect distinguishing for the source.
When the levels of intrusiveness of both source and recipient are seen as dichotomies, four
types of identification can be distinguished. In our view, however, it can be either the source,
the recipient, or neither that is intrusive. The fourth theoretically possible option (both
source and recipient are intrusive) is not mentioned by Aguilar, Daft & Weick, or Choo. We
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further believe this is not relevant for our study since from the perspective of either the
source or the recipient organization, depending on which is the most intrusive, this fourth
option will be similar to one of the first two options in terms of KI activities. Moreover, we
did not find any KI activities concerning the fourth option.

In total we found 51 knowledge identification activities in the KI literature. These are
presented in Table 2.1. The references for these activities are given in Appendix I. Within
Table 2.1, the three types of identification activities are indicated by ‘R’ (intrusive recipient),
‘S’ (intrusive source) and ‘N (neither). When more than one initiator is given, this means that
it can be the source or the recipient or neither that is most intrusive.

Table 2.1 Knowledge identification activities

KI activity Initiator KI activity Initiator KI activity Initiator
Accessing RS Filtering S Noticing N
Advertising S Finding N Presentation, directed S
Alerting S Foraging RS Pushing S
Analogical reasoning R Formulation R Querying R
Assessment R Gap analysis R Recognition R
Association RN Gathering R Retrieval R
Attention, drawing S Identification of needs R Scanning RS
Boundary spanning R Identification of source R Searching R
Brainstorming RS Initiation R Seeking R
Brokering S Inquiring R Selection R
Browsing R Intelligence RS Sensemaking R
Chaining R Interpretation RS Sourcing R
Detection RS Linking R Spamming S
Discovery N Localization R Surveying R
Distinguishing R Mining R Tapping RS
Encountering S Monitoring R Viewing RS
Exploration R Navigating R Zapping R

To stress the variety of knowledge identification activities we discuss some remarkable
differences between the several activities. In addition to the difference between the activities
caused by the intrusiveness of the source and the recipient there are a number of other
differences between the identification activities mentioned in Table 2.1. Firstly, the activities
differ in the degree knowledge is assumed to be created by the source or created by the
recipient. For example, for ‘retrieval’ it is assumed that knowledge is created by the source
and is only to be found by the recipient. On the other hand, for activities like ‘brainstorming’
and ‘analogical reasoning’, knowledge identification is much more a matter of generating
knowledge together with a ‘source’. Also, the activities differ in the degree to which
knowledge identification and acquisition (or utilization) can be separated. While activities
as ‘formulation’ and ‘selection’ can be considered as almost pure knowledge identification
activities, activities as ‘inquiring’, ‘gathering’, and again ‘brainstorming, include the
acquisition of knowledge. This implies that not all KI activities can be exclusively attributed
to one of the three KFs. We will come back to this after we also have discussed the
knowledge acquisition and utilization activities. Secondly, the activities differ in the degree
the source of knowledge is known in advance. In the case of, for example, ‘sourcing’ and
‘tapping, the source of knowledge is known, while in the case of ‘localization’ and ‘boundary
spanning’, the source of knowledge is not known in advance. Thirdly, they differ in the
degree the knowledge need is specified in advance. For example, in the case of ‘querying and
‘searching’, the knowledge need is rather specified, while for ‘browsing’ and ‘viewing it is not
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exactly known in advance what one is looking for. This difference also implies a difference in
the moment where the assessment of knowledge takes place. In the first case, most of the
assessment of the knowledge that is needed occurs before some knowledge is found, while in
the second case most of the assessment occurs after knowledge is found. Finally, the
activities differ in the cardinality of the relationship between sources and recipients. For
instance, in the case of ‘navigating and ‘tapping there is usually a specific source and
recipient (1-to-1 relationship), while in the case of ‘spamming’ there is a 1-to-n relationship
and in the case of viewing a n-to-1 relationship.

Knowledge Acquisition

In the acquisition function, knowledge is transferred from a source to a recipient. The
conceptual difference between knowledge identification and acquisition is often ignored in
the current literature. One of the exceptions is Hansen (1999), who explicitly distinguishes
between knowledge search and knowledge transfer. Others sometimes include searching in
the acquisition process (e.g. Gold, Malhotra, & Segars, 2001; Huber, 1991; Zahra & George,
2002) or even define it as the acquisition of information (Johnson, in Case, 2002).
Conversely, Argote and Ingram have combined knowledge acquisition and utilization in their
definition of knowledge transfer as “[..] the process through which one unit [..] is affected by
the experience of another” (1999: 151). As argued above, based on economic theories of
resource allocation, we have chosen to separate the three. Acquisition can take several forms,
ranging from a document transfer to interactive cooperation. Based on the knowledge carrier,
we can distinguish three types of knowledge acquisition. As suggested in Subsection 2.3.1,
knowledge can reside in actors, activities, information technology, and non-information
technology, and in combinations of these. This suggests that it can be acquired by moving
one or more of these carriers across organizational borders. Table 2.2 provides a list of 50
knowledge acquisition activities mentioned in the current literature. In the table we refer to
these types with ‘H’ (human actors), ‘A’ (activities), ‘I' (information technologies) and ‘N’
(non-information technologies). Again, the references for the activities can be found in
Appendix I.

Table 2.2 Knowledge acquisition activities

54

KI activity Carrier KI activity Carrier KI activity Carrier
Abduction HAI Discussion HI Logistics I
Absorption HAIN Dissemination HAI Mobility H
Accumulation I Elicitation HI Moving H
Acquisition IN Experimentation HAIN Negotiation H
Action research HA Explicitation 1 Observation HA
Adoption N Extraction I Outsourcing N
Analysis HAI Grafting H Participation HAN
Appropriation I Hiring H Prompting HI
Asking H Imitation AN Protection I
Assimilation HAIN Import I Replication N
Brokering H Incorporation I Reporting I
Collaboration HA Induction HAI Reverse engineering N
Collection I Inferencing HI Sourcing I
Communication HI Insourcing N Teaching HAI
Cooperation HA Interaction HA Technology transfer ~ AIN
Course, following HI Interviewing H Transfer HAIN
Deduction 1 Learning HAIN
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As for knowledge identification, also knowledge acquisition activities differ in a number of
ways. The first difference is the degree to which knowledge acquisition is considered an
interactive process between source and recipient. For example, in the case of ‘mobility’
knowledge is transferred by moving the carrier (in this case an actor) from the source to the
recipient without much interactivity. On the other hand, in the case of knowledge
acquisition by ‘cooperation’, knowledge is acquired by much interaction between both
parties. Of the activities mentioned in Table 2.2, most of them concern the more interactive
type of knowledge acquisition. Secondly, knowledge acquisition activities differ in the
intellectual efforts that are to be made by the recipient. For example, while ‘logistics’ and
‘imitation’ require relatively little intellectual efforts, ‘inferencing’ and ‘extraction’ require
much more intellectual effort of the recipient. Thirdly, the activities differ in the direction of
movement of a knowledge carrier. For example, in the case of ‘action research’ and
‘participation’, the knowledge carrier moves to the source (after which he will come back)
while in the case of ‘hiring’ and ‘insourcing’ the knowledge carrier moves from the source to
the recipient. Fourthly, the activities differ in the degree to which the source is informed
about the knowledge acquisition. For example, in the case of ‘collaboration” and ‘teaching’
the source is informed about the activity, while in the case of ‘imitation’ and ‘reverse
engineering’ it might well be that the source is not informed about the knowledge
acquisition. In the latter case, if the source would be informed about the knowledge
acquisition, it might even have strong objections against it. Finally, the activities differ in the
degree to which they include knowledge utilization elements. For example, knowledge
‘transfer’ as defined by Argote & Ingram (1999: 151), includes the use of knowledge by the
recipient, while ‘communication’ does not include this use. We also saw this for knowledge
identification activities.

Knowledge Utilization

Knowledge utilization is the aim of most knowledge transfer processes (Burnett, Brookes-
Rooney, & Keogh, 2002), and requires additional activities to identification and acquisition,
like the transformation of knowledge (Zahra & George, 2002). The knowledge utilization
function consists of three types of internal knowledge activities that are frequently
mentioned in knowledge management literature: logistics, transformation, and application.
The first two are based on operations management and appear under headings such as
sharing, storage, and dissemination (knowledge logistics) and knowledge creation,
conversion, and combination (knowledge transformation) (Wijnhoven, 2003). The third is
more constrained to the current knowledge management literature and involves the
application of knowledge in organizational processes. As the reader might observe,
knowledge logistics is rather similar to knowledge acquisition: both concern the transfer of
knowledge. We distinguish them, however, because the perspective from which they are
described in the literature is different. Knowledge acquisition concerns the transfer of
knowledge from outside the KI system into the KI system. On the other hand, knowledge
logistics concerns the transfer of knowledge within the KI system. Table 2.3 presents a list of
54 knowledge utilization activities that are mentioned in the current literature. The
references for these activities are included in Appendix I. In Table 2.3, ‘L’ stands for logistics,
‘T for transformation, and ‘A’ for application.
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Table 2.3 Knowledge utilization activities

KI activity Type KI activity Type Kl activity Type
Abstraction T Direction LT Processing LT
Adaptation T Dispersion L Recombination AT
Application A Dissemination L Recontextualizing T
Appropriation LT Distribution L Recording L
Articulation T Embedding LT Reflection T
Assimilation TA Exploitation A Retaining L
Codification T Extension LT Retention LT
Combination T Externalization T Reuse

Communication L Formalization T Routinization TA
Conservation L Implementation A Sharing L
Consolidation L Indexing LT Socialization TL
Construction T Institutionalizing T Storage L
Conversion T Integration T Transformation T
Creation T Intelligence T Translation T
Decontextualizing T Internalization T Transmission L
Developing T Interrelating T Unlearning T
Dialogue LT Organization TL Use A
Diffusion L Presentation LT Utilization A

Also here we find a number of striking differences between the several activities. Firstly,
considering the knowledge transformation activities, we can see that they concern different
aspects of knowledge transformations. For example, ‘externalization’ and ‘internalization’
concern transformations of the tacitness of knowledge; ‘decontextualizing’ and
‘recontextualizing’ concern the context of the knowledge; and ‘translation’ concerns
transforming the language in which the knowledge is expressed. Secondly, the knowledge
application activities differ in the time perspective to which they refer. For example, while
‘use’ and ‘application’ refer to activities where the utilization follows the acquisition, ‘reuse’
and ‘exploitation’ refer to activities where the application takes place later. Another way of
saying this is that in the first case knowledge is applied for the purposes it was acquired for,
while in the second case it is applied for other purposes. Thirdly, knowledge logistics
activities differ in the degree to which they concern purely logistic activities or also result in
a transformation of the knowledge. For example, while ‘storage’ is used as a pure knowledge
logistic activity, ‘retention’ includes the notion that knowledge is also transformed when it is
stored (Weick, 1969: 125). Finally, the knowledge logistics activities differ in the direction in
which knowledge is transferred within the organization. For example, ‘direction’ and
‘processing’ are instances of knowledge transfer from a KI controlling organ to a KI target
system, while ‘sharing’ and ‘diffusion’ are much more instances of knowledge transfer
between KI subsystems.

Discussion on KI Activitics

When we consider all the KI activities that were mentioned above, there are some additional
observations. Firstly, many of the KI activities listed under identification and acquisition also
can be mapped to the utilization function. An example is the transfer of knowledge: this
takes place both during acquisition of knowledge and during logistics of this knowledge in
the organization. While the difference lies in the location of the concerned knowledge
(external vs. internal to the recipient organization) the involved activities are similar. As
argued above, since the literature differentiates between activities external and internal to
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the system, we have categorized activities internal to the system in the utilization function

and activities external to the focal system in the other two functions.

A second remarkable observation is that in the utilization function the share of activities
that originates from the knowledge management literature is substantially higher than in the
other two functions. This corroborates the view that KM is mainly concerned with issues
internal to organizations. As our review of knowledge identification and acquisition
activities however shows, organizations also execute a large number of activities concerning
external knowledge.

A third observation is that the various authors sometimes use different terms to refer to
the same activity (synonyms) or use the same term for different activities (homonyms). We
already gave examples of this in Subsection 1.3.2, where we compared Nonaka’s (1994) and
Hedlund's (1994) different terminology for the transformation of tacit knowledge into
explicit knowledge and the different use of the term ‘combination’ by Nonaka (1994), Kogut
& Zander (1992), and Wiig, De Hoog & Van der Spek (1997). Since our current objective is
not the creation of a thesaurus or classification system of KI activities but to show the variety
of KI activities discussed in the current literature, we leave this confusing terminology for
what it is.

Fourthly, the reader may observe that each of the activities mentioned above is put very
general. In other words, the activities in Tables 2.1 through 2.3 only contain verbs and no
further specifications. This was done to make the list of KI activities not longer than it
already is. When we would have included the specifications of the activities that are made in
the literature, the list would probably contain over a thousand activities rather than the
current 155. For example:

- We have not specified the actor that performs the activity. If we had done this, the
‘learning’ activity, for example, would have been further differentiated in individual
learning, group learning, and organizational learning.

- We have not specified the object on which the activity is performed. If we had done this,
the ‘retrieval’ activity, for example, would have been further differentiated in data
retrieval, information retrieval, text retrieval, and knowledge retrieval.

- We have not specified the way the activities are performed. We have differentiated, for
example, ‘viewing’ from ‘searching’. If we would also have specified how viewing can be
performed, this would have led to a further differentiation of viewing into ‘undirected
viewing' and ‘conditioned viewing’.

- We have not specified the reason why the activities are performed. If we had done this,
the ‘intelligence’ activity, for example, would have been further differentiated in business
intelligence, competitive intelligence, and competitor intelligence.

Fifthly, as already remarked in the discussions on identification and acquisition, in some
cases the activities can strictly be categorized in either identification, or acquisition, or
utilization, but in other cases activities fit into two or even three categories. For example,
‘elicitation’ involves the identification of knowledge, the acquisition, but also the utilization
in the sense that it transforms the knowledge from the source. This specifies rather than
refutes our assumption that KI activities are specialized in terms of the functions they
contribute to: some KI activities contribute exclusively to one function, while others
contribute to multiple functions. Therefore, it seems appropriate to consider functions as
aspects of KI activities rather than as rigid classes.
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System Functions

Whereas KFs concern the effect of KI activities on the knowledge they operate on, system
functions (SFs) concern the effect that the activities have on the system that performs them.
In Subsection 2.3.3 we discussed a number of decompositions of KI systems into subsystems
according to SFs. In the current subsection we investigate whether and how the current
literature attributes KI activities to SFs.

When we review the KI literature for patterns of activities according to SFs, it is
immediately apparent that the number of publications that provide such patterns is
substantially lower than for the KFs. However, the number of classifications of KI activities
into SFs is still considerable. As can be seen in Appendix II, we found 20 examples of such
classifications. For the KFs, we were able to find a common denominator of most of the 63
classifications that were found in the literature in the form of the three KFs of knowledge
identification, acquisition, and utilization. However, we have not been able to find a common
denominator for the SFs.

When we look at the decompositions of KI into SFs that we found, we observe that
there is variety amongst them. Firstly, some models formulate the functions in terms of
outcomes, while others formulate them in terms of process. An example of the first is Santoro
& Gopalakrishnan (2000), who distinguish four SFs of knowledge transfer activities:
adaptability, sense-of-mission, involvement, and consistency. An example of the second is
Wilson (1999), who distinguishes between four stages of problem solving in which
information seeking should reduce uncertainty: problem identification, problem definition,
problem resolution, and solution statement. Since processes are associated with outcomes,
however, the difference of formulation is not so important. More important is that, as can be
seen in these two examples, Wilson’s classification does not correspond with Santoro &
Gopalakrishnan’s classification.

Another difference that we find is between the types of outcomes that are associated
with KI activities. While, for example, March & Smith (1995) and Geurts & Roosendaal
(2001) mainly concern intellectual products, Pahl & Beitz (1996) and Cooper (2001) concern
physical products. This difference is highlighted by Allen (1977) in his seminal work on
technology transfer. Allen provides a model of information processing in which he makes a
distinction between physically encoded information and verbally encoded information.

There are, however, also similarities between the models. In terms of the number of
functions, it is remarkable that more than half (12 out of 20) of the models that were found
contain four functions. Although this may simply be traced back to scholars’ preferences for
two-by-two matrices, there also is some similarity amongst them. Three of them go back to
the competing values model of Quinn & Rohrbaugh (1983) which is rather similar to Parsons
four functions model (1959) (see Subsection 2.3.3). These models are Moorman (1995), Stein
& Zwass (1995), and Geurts & Roosendaal (2001). Moreover, Tushman’s (1977) model
concerns one of the two dimensions of the competing values model (the internal/external
dimension). Additionally, March (1991) combines the two dimensions into one: exploration
vs. exploitation.

Concerning the patterning of activities in these models, the most explicit example is
probably Moorman (1995). We discuss this example rather in detail because it is the only
attempt that we found to empirically establish patterns of KI activities and relate them to
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SFs. Moorman distinguishes four classes of KI activities (she calls them ‘information
processes’): information acquisition (5 activities), information transmission (6 activities),
conceptual utilization (9 activities), and instrumental utilization (13 activities) (Moorman,
1995). Next, she uses the two dimensions of the competing values model of, amongst others,
Quinn & Rohrbaugh (1983) as contingencies for the occurrence of the four classes of KI
activities. She hypothesizes which classes are emphasized and de-emphasized by the two
dimensions of the competing values model and by the four ‘cultures that lie at the
intersection of these two dimensions. This is depicted in Figure 2.1.

Internal Orientation

(+) Information Transmission Processes
(+) Conceptual Information Utilization Processes

Clan Culture Hierarchy Culture
(-) Information Acquisition Processes (-) Information Acquisition Processes
(+) Information Transmission Processes (-) Information Transmission Processes
(+) Conceptual Information Utilization Processes (-) Conceptual Information Utilization Processes
(-) Instrumental Information Utilization Processes (-) Instrumental Information Utilization Processes
Informal Governance Formal Governance
(+) Information Acquisition Processes (+) Instrumental Information Utilization Processes

(+) Information Transmission Processes
(+) Conceptual Information Utilization Processes

Adhocracy Culture Market Culture
(+) Information Acquisition Processes (-) Information Acquisition Processes
(-) Information Transmission Processes (-) Information Transmission Processes
(-) Conceptual Information Utilization Processes (-) Conceptual Information Utilization Processes
(-) Instrumental Information Utilization Processes (+) Instrumental Information Utilization Processes

External Orientation

(+) Information Acquisition Processes
(+) Instrumental Information Utilization Processes

(+) denotes that the culture or orientation emphasizes the information process
(-) denotes that the culture or orientation de-emphasizes the information process

Figure 2.1 Information processes and competing values (adapted from Moorman, 1995).

Figure 2.1 proposes, for example, that a hierarchical culture de-emphasizes each of the four
information processes and that external orientations emphasizes information acquisition
processes and instrumental information utilization processes. While Moorman’s work
reflects one of the few attempts to relate patterns of KI activities to SFs the results of her
study do not support the proposed relationships. With the explicit distinction between KI
activities, KFs, and SFs we suggest a reason why Moorman failed to find support for her
propositions: she tried to relate KFs to SFs, rather than KI activities to SFs. As was argued
above, KI activities have at the same time KFs and SFs. Hence, it is not to be expected to find
the relations Moorman was looking for.

Also adopting the competing values model, Stein & Zwass (1995) hypothesize for each
of the four functions of their model (see Subsection 2.3.3) a number of activities to be
performed by the concerning subsystem (they call these ‘meta-requirements’)

59



TOWARDS ASYSTEMIC M ODEL OF KNOWLEDGE INTEGRATION

- Adaptive function: boundary spanning activities to recognize, capture, organize, and
distribute knowledge about the environment to the appropriate organizational actors.

- Godl attainment function: helping the organizational actors frame and identify goal states,
store goal states, formulate strategies for achieving goal states, evaluate progress in the
direction of goal states, suggest alternatives based on the evaluations, update goal states
based on new information, and store annotated histories.

- Integrative function: sharing and integration of memory over time and space.

- Pattern maintenance function: containing the work history of individuals, with emphasis on
project descriptions, capabilities, skills, and aspirations; support the preservation of
organizational protocols and the values implicit in them.

However, Stein & Zwass have not reported an attempt to find empirical support for their

proposed patterns of activities.

Given these examples, the competing values model and the underlying four functions
paradigm seem to have found their way into the KI literature. However, there are a number of
other models that do not (explicitly) draw on it. An example is the typology of knowledge
projects of Braganza, Edwarts, & Lambert (1999) who distinguish the following types:

- Explore: knowledge projects that test knowledge-enabled innovation that will lead to
enhanced understanding of the idea and may lead to significant innovation. These
projects are associated with radical product innovations.

- Exploit: knowledge projects that deliver significant innovation to gain advantage in the
industry. These projects are associated with incremental product innovations.

- Enhance: knowledge projects that improve existing performance with the aim of
maintaining competitiveness. These projects are associated with radical process
innovations.

- Expedite: knowledge projects that improve efficiency and lead to avoiding cost increases
in the longer term. These projects are associated with incremental process innovations.

Although we might be able to map this and some other models (e.g. Remus & Schub, 2003;

Stenmark, 2001) to the competing value model their theoretical backgrounds are different.

This means that there is no clear indication in the current KI literature on what SFs should

be included in a systemic KI model.

Consequences for KI

As seen in this subsection, there is wealth of literature on KI activities. Our review as yielded
155 KI activities, 63 classifications according to KFs, and 20 classifications according to SFs.
This shows that KFs have received more attention in the KI literature than SFs. This is
somewhat surprising, since systems theory pays much more attention to SFs rather than to
KFs (or more generally: resource functions). We also have seen that, although the number of
classifications of KFs is three times as high as the number for SFs, the variety is less. Invoking
economic theories of resource allocation, it was possible to reduce the number of KFs to
three: knowledge identification, knowledge acquisition, and knowledge utilization.
Concerning SFs, we were not able to do something similar. There was a particular lack of
empirical support for these functions, implying that for the development of a systemic KI
model, we will need to further investigate SFs.
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From the results of this subsection we can learn a number of things about KI. Firstly, this
subsection has made explicit that our conceptualization of KI is different — and particularly
more comprehensive - than some existing conceptualizations. For example, with
categorizing the application of knowledge as part of the utilization function of KI (see
Appendix I), we take a rather different view than Alavi & Tiwana (2002) who consider KI to
be a component of knowledge application. Also, we have categorized Grant’s (1996) KI
mechanisms of direction and routinization as part of knowledge utilization. These two
examples show, that our definition of KI comprises much more than existing definitions do.

Secondly, the large number of different KI activities and classifications into KFs and SFs
that were found in the literature, support our assumption that the literature on KI is
fragmented rather than cumulative. Also, these numbers further illustrate how difficult it can
be for practitioners to manage KI in their organizations.

Finally, we have seen that some activities cannot be exclusively attributed to one KF or
to one SF. Rather, these activities can contribute to multiple functions at the same time. This
suggests that, as argued above, the functions are to be seen as aspects of KI activities rather
than as separate categories.

242 Interchange in a KI System

After having discussed the patterning of KI activities within a KI system, the second
behavioral characteristic of a KI system is interchange between various (parts of) systems. We
can distinguish between two types of interchanges: between a KI (sub)system and another
KI (sub)system; and between a KI controlling organ and a KI target system. Since the latter
concerns the control characteristics of a KI system, this type of interchange will be part of
the discussions in Section 2.5. The current subsection will discuss how the KI literature deals
with the first type of interchanges.

This type of interchange is particularly widely discussed as far as it concerns the
interchange between a source and a recipient of knowledge. In the discussion of knowledge
acquisition activities in Subsection 2.4.1, we have already seen that knowledge transfer can
take place by means of the following carriers: actors, activities, information technologies, and
non-information technologies, or combinations of these (see Table 2.2). Knowledge transfer
respectively occurs by, for example, moving people, collaboration, moving documents,
reverse engineering, or taking over another company. Since this part of the interchange
between (sub)systems has already been discussed earlier, we will not elaborate anymore on
it. However, to speak of an interchange, there also should be transferred something from the
knowledge recipient to the knowledge source. Here we can distinguish two different cases.
In the first case, knowledge is exchanged for other knowledge. This can be called interchange
by barter. Examples of barter are contributing to a newsgroup because you get relevant
knowledge in return (McLure Wasko & Faraj, 2000), filling out a questionnaire because you
will receive the results back (Easton et al, 1997), and interorganizational knowledge
creation, where two (or more) organizations together create new knowledge and as such
both get knowledge in return for their activities (see e.g. Boari & Lipparini, 1999). Since this
type of interchange can be seen as mutual knowledge acquisition, and since knowledge
acquisition has been discussed before, we believe it is not necessary to further elaborate on it.
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In the second case, knowledge is interchanged for something else, such as money. To follow
the terminology used in social systems theory, we will use the term ‘generalized media’ to
refer to this ‘something else’. While the notion of generalized media will be further explained
in Chapter 4, we define it, for the moment, as any means that is interchanged for knowledge
from another KI (sub)system, or individual, with the exclusion of knowledge itself.

In the KI literature, this second type of interchange is addressed in research on the
motivation of individuals and organizations to share their knowledge. This type of research
draws on theories like Maslow’s (1970) needs hierarchy, Blau’s (1964) social exchange theory,
and Herzberg’s (1968) two-factor theory. Throughout the literature in the reviewed fields, we
can find numerous of such motivations for sharing knowledge. We have categorized these
motivations using Maslow’s (1970) needs hierarchy’. While Maslow’s needs hierarchy is
originally not used for categorizing media for interchange, we believe it can be used for that
purpose: actors share their knowledge in order to fulfill their needs. Hence, in effect, there is
an interchange of knowledge for ‘something that fulfills their needs. Maslow suggests that
people are motivated by five classes of needs: basic, safety, belongingness, esteem, and self-
actualization needs. In his research on organizational memories, Wijnhoven (1999b) has
translated the basic needs to gaining some form of financial income to be able to satisfy the
basic needs. Additionally, Wijnhoven has defined safety needs as the guarantee of future
income and employment guarantees. Using Maslow’s needs hierarchy and Wijnhoven’s
adaptations, Table 2.4 categorizes some of the motivations for knowledge sharing that we
found in the KI literature. Although Maslow’s needs hierarchy only concerns individuals, we
also have categorized motivations that are associated with organizations. An example is an
organization providing information in advertisements to sell its products to customers.

As can be seen in Table 2.4, there is a variety of reasons why people share knowledge. The
basic needs listed in the table all concern variations of the interchange of knowledge for
money. However, we can find a number of differences between them. For example, they range
from monthly payments, like salaries and subscriptions, to pay-per-use micro payments.
These payments differ substantially in their amount and frequency. In particular the field of
(online) information services this seems to be an important research topic. Also, while most
of the payments listed concern direct payments (knowledge for money), the ‘selling of
products or services' concerns indirect payments: customers do not pay for the knowledge
they receive, but for the additional products or services that they will buy.

Concerning the safety needs, we can see at least three different forms of interchange of
knowledge for safety. The first two examples in Table 2.4 concern people sharing their
knowledge because it is part of their job and they want to keep this job, for example, for
tinancial or social security reasons. The second form that we find here is people sharing
knowledge because somebody else exerts his power or authority. In this case, people share
their knowledge because they fear for sanctions when they do not share it. While these two
forms relate to individuals sharing their knowledge, the last form particularly refers to
organizations sharing their knowledge. In both cases, organizations share there knowledge
to survive the competition with their competitors.

> We only adopt the categories of Maslow’s theory, not its assumptions that Tower needs’ need to be
fulfilled before ‘higher needs’ can be fulfilled.
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Table 2.4 Motivations for sharing knowledge

Motivator Source Field

Basic

Money and salary (Wijnhoven, 1999b) Organizational memory
Revenue (Wijnhoven & Kraaijenbrink, 2005) Information services

Financial rewards

Monetary incentives

Fees

Premiums, subscriptions, micro
payments

Selling products or services

(Almeida, 1996)

(McLure Wasko & Faraj, 2000)
(Forsgren, 1989)

(Warnken, 1991)

(Clemons & Lang, 2003)

(Nelson, 1970)
(Wijnhoven & Kraaijenbrink, 2005)

Patenting

Knowledge sharing
Research data collection
Information brokerage
Information services

Advertising
Information services

Safety
Part of the job description
Future income and employment

(Dodd, 1996)
(Wijnhoven, 1999b)

Information brokerage
Organizational memory

guarantees

Obligation (McLure Wasko & Faraj, 2000) Knowledge sharing
Power of others (Blau, 1964) Social exchange theory
Avoiding competence substitution  (McEvily, Das, & McCabe, 2000) Knowledge sharing
Protecting the knowledge (Almeida, 1996) Patenting

Belongingness
Affiliation

Network identity
Access to a community
Reciprocity

Social utility

Moral obligation
Commitment

Responsibility
Altruism/pro-social behavior

(Wijnhoven, 1999b)

(Dyer & Nobeoka, 2000)
(McLure Wasko & Faraj, 2000)
(McLure Wasko & Faraj, 2000)
(Hendriks, 1999)

(Forsgren, 1989)

(McLure Wasko & Faraj, 2005)
(McLure Wasko & Faraj, 2005)
(Hendriks, 1999)

(McLure Wasko & Faraj, 2000)
(Forsgren, 1989)

(Wijnhoven & Kraaijenbrink, 2005)

Organizational memory
Knowledge sharing
Knowledge sharing
Knowledge sharing
Knowledge sharing
Research data collection
Knowledge sharing
Knowledge sharing
Knowledge sharing
Knowledge sharing
Research data collection
Information services

Advance a community (McLure Wasko & Faraj, 2000) Knowledge sharing
Enjoyment of helping others (McLure Wasko & Faraj, 2005) (McLure Knowledge sharing
Wasko & Faraj, 2000) Knowledge sharing

Esteem
Approval
Recognition and appreciation

Respect

Showing expertise
Enhancement of professional
reputation

Prestige

Status

Feeling important
Obtaining power

(Blau, 1964)
(Hendriks, 1999)
(Spencer, 2000)
(Blau, 1964)
(Almeida, 1996)

(McLure Wasko & Faraj, 2005) (McLure

Wasko & Faraj, 2000)
(Wijnhoven, 1999b)

(Blau, 1964)

(McLure Wasko & Faraj, 2000)
(Forsgren, 1989)

(Wijnhoven, 1999b)

(Almeida, 1996)

Social exchange theory
Knowledge sharing
Science-industry interface
Social exchange theory
Patenting

Knowledge sharing
Knowledge sharing
Organizational memory
Social exchange theory
Knowledge sharing
Research data collection
Organizational memory
Patenting

Self-actualization

Operational autonomy

Expect better task performance
Challenge of work
Achievement

Promotional opportunities
Competence

(Hendriks, 1999)

(Loucopoulos & Karakostas, 1995)
(Hendriks, 1999)

(Wijnhoven, 1999b)

(Hendriks, 1999)

(Hendriks, 1999)

(Wijnhoven, 1999b)

Knowledge sharing
Requirements engineering
Knowledge sharing
Organizational memory
Knowledge sharing
Knowledge sharing
Organizational memory
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In the next category we find instances of interchange of knowledge for getting a sense of
‘belongingness’, that is, for being part of a community. There we find at least four different
reasons why people share their knowledge. The first reason (related to ‘affiliations’ and
‘network identify’) concerns the individual need to belong to a particular group. In this case,
people want to have a group of friends or peers to belong to. The second reason relates to
‘access to a community’, ‘reciprocity’, and ‘social utility’ and concerns the utility of sharing
knowledge to a particular group. Having access to a particular community might bring the
individual person utility, for example, by getting something in return for his contributions
(reciprocity) or by getting something for the community (social utility). The third reason in
this category concerns people’s feeling that they cannot do otherwise than contribute. This
relates to ‘moral obligation’, ‘commitment’, and ‘responsibility’. As such, people are part of a
particular community and feel it as their duty to also contribute to that community. Finally,
the last three examples in this category concern the purely altruistic contributions of people.
Here, people contribute their knowledge because they, for example, want to advance the
community or because they want to help other people.

In the fourth category we find interchange of knowledge for esteem. Here, we can find at
least three different reasons for sharing knowledge. The first reason (related to ‘approval,
recognition and appreciation, and respect) concerns people’s need for approval by others. In
this case, people might feel insecure and share their knowledge in order to be respected and
appreciated by others. The second reason concerns people’s need to show off their
capabilities and knowledge. It is associated with ‘showing expertise’, ‘reputation’, ‘prestige’,
‘status’, and ‘feeling important’. Finally there is the sharing of knowledge to obtain power. An
example is sharing knowledge to build alliances.

In the last category, we find those motivations for knowledge sharing that concern self-
actualization. We identify three reasons in this category. The first reason relates to
‘operational autonomy’ and ‘expect better task performance’ and concerns improvements
people’s current tasks. In this case, people share knowledge because it can improve their
performance. This is the case, for example, when their knowledge is needed during
requirements elicitation for a new software tool they might benefit from. The second reason
in this category concerns the need of people to prove themselves. It is associated with
‘achievement’ and ‘challenge of work’. In these cases people want to get the feeling that they
achieved something. Finally, people share knowledge because it can help them in improving
themselves. This reason is associated with ‘competence’ and ‘promotional opportunities’. An
example is people teaching the ropes of their jobs to their successors when they get an
opportunity for promotion.

We started this subsection by mentioning the interchange between KI systems and the
interchange between KI subsystems. So far, we have only spoken about the interchanges
themselves. In this discussion we occasionally referred to interchange between
organizations, but most of the time we referred to interchange between individuals. When
we consider the five categories of motivations for knowledge sharing, their underlying
theories attribute them to individuals. However, we believe that all can apply to both the
individual level and the system level (either group or organizational level). For the basic and
safety needs, as they are defined above, this is not hard to see: also groups and organizations
strive for monetary rewards, need guarantees and safeguard themselves for threads from the

64



Chapter 2: Analysis Part I: Literature Review

environment. Concerning the ‘belongingness’ category, also groups and organizations strive
to be part of a community and show altruistic behavior. Examples are, respectively, networks
of organizations, and charities. Finally, concerning ‘esteemn’ and ‘self-actualization’, we think
it is rather obvious that groups and organizations also strive for things like prestige, power,
and improvement. Although these examples do not sufficiently show that the five categories
of motivations indeed apply to aggregations of individuals, we have found no reason to think
differently. Hence, in this study we assume that they do apply.

Consequences for KI

In this subsection we have illustrated that, in the KI literature, there are two basic types of
interchanges between KI (sub)systems. The first concerns the interchange of knowledge for
knowledge; the second concerns the interchange of knowledge for generalized media.
Considering that five types of knowledge and five categories of generalized media were
distinguished, this subsection has demonstrated that interchange can take many different
forms. Although probably not all forms can be applied easily in practice and in every
situation, this shows that actors and KI (sub)systems have a potentially broad repertoire of
means to obtain knowledge from other actors and KI (sub)systems.

2.5 System in the KI Literature: Control Characteristics

The third and final group of characteristics of a systemic KI model is the control
characteristics. While the structural and behavioral characteristics respectively describe
what a KI system is and what it does, control characteristics describe what a KI system should
be and do. It concerns the goals that drive the KI system (Subsection 2.5.1) and the
adaptations of the KI system that are needed to realize these goals (Subsection 2.5.2).

251 Goal-Directedness of a KI System

A first control characteristic of a KI system is that it is goal-directed. The goal-directedness
of a system concerns the direction in which the activities are heading. Since KI systems
consist of multiple levels and multiple subsystems (see Subsection 2.3.3) with their own
goals, goal-directedness is not a homogeneous concept. Rather, it is shaped by actors and
subsystems having several kinds of goals. Below we characterize two aspects of goals as they
are discussed in the current KI literature: the type of goals and the way they are formulated.

Type of Goals

When reviewing the KI literature, we observe that the notion of a goal seems to be directly
connected to the notion of a knowledge gap or a knowledge need. We have seen this already
in Subsection 2.3.3, which provided examples of how goals are discussed in relation to the
control function of a KI system. Following this literature, we assume here that KI activities
are performed in order to fulfill some knowledge need. Knowledge needs can be diverse. In
NPD they can vary, for example, from a specific need to know the behavior of a particular
particle to a broad need to know the market for a new product. Also, they are different for
every organization and every NPD project. However, when we abstract from these specific
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needs, it seems that we can reduce them to three types of goals: cognitive, affective, and
situational goals (Choo, Detlor, & Turnbull, 2000; Menon & Varadarajan, 1992).

Cognitive goals concern the bridging of a cognitive gap. This type of goals is described
as follows: “From time to time, movement is blocked by the perception of a cognitive gap - a
situation in which people are unable to make sense of their experiences. To bridge this gap,
individuals seek information to make new sense and use this information to help them
continue on in their journey” (Choo, Detlor, & Turnbull, 2000: 4). Cognitive knowledge
needs are characterized as ‘sensemaking gaps’ (Dervin, 1992; Weick, 1995), ‘cognitive
dissonance’ (Festinger, 1962; Wilson, 1997) and ‘knowledge gaps’ (Allen, 1996). Examples are
in the literature on sensemaking (Dervin, 1992; Weick, 1995), learning (Kolb, 1984),
information foraging (Pirolli & Card, 1999) and data collection (Flanagan, 1954).

Affective goals concern the fulfillment of emotional needs. They are associated with
uncertainty, anxiety, apprehension, confusion, frustration, lack of confidence, and stress
(Kulthau, 1991; Kulthau, 1993; Wilson, 1997). Affective knowledge needs also are called
‘emotional needs’ (Wilson, 1994), ‘psychological needs’ (Wilson, 1981), and the need for
‘gratifications’ (Case, 2002). Examples of these types of goals are in the literature on
information processing (reducing uncertainty, Weick, 1969; Daft & Lengel, 1984), and
information seeking (for reducing uncertainty in problem solving (Wilson, 1999)).

Finally, goals do not only arise from individual ~ cognitive and affective - factors, but
also from the situation (environment, context) in which actors operate (Wilson, 1981). An
important part of this environment is the tasks that an actor performs (Case, 2002: 7).
Situational goals originate in situations where actors cannot fulfill their tasks or perform
their activities. MacMullin & Taylor (1984) suggest that situations can be characterized by a
number of problem dimensions including the complexity, specificity, and risk magnitude of
the task at hand. This third type of goal is adopted in a majority of the reviewed literature.
Explicit examples are in the literature on knowledge reuse (Majchrzak, Cooper, & Neece,
2004; Markus, 2001), absorptive capacity (Cohen & Levinthal, 1990), crucial knowledge
(Blaauw, 2005), knowledge intensive business processes (Remus & Schub, 2003), and
information systems development (Scharl, Gebauer, & Bauer, 2001).

Although these three types of goals are analytically distinct, they are interrelated in
practice (Wilson, 1981). This suggests that KI activities are driven by a mixture of these three
goals and not by a single goal. It also suggests that the three types of needs are to be seen as
aspects of concrete goals rather than as separate goals in themselves.

These three types of knowledge needs concern the origin of KI goals. Additionally, concerning
goal-directedness, a further characteristic of KI goals that has received much attention in the KI
literature is the degree to which KI is directed towards a particular goal. The field in which
this is most explicitly considered is that of environmental scanning. Aguilar (1967) has
distinguished four scanning modes (formal search, informal search, undirected viewing,
conditioned viewing) of which the first two concern directed scanning and the latter two
undirected scanning. More recently in this field, Daft & Weick (1984) and Choo (2002) have
adopted Aguilar’s typology. Also in the fields of information retrieval (retrieval vs. filtering,
Belkin & Croft, 1992), information foraging (hunter vs. gatherer, Pirolli & Card, 1999),
information seeking (searching vs. browsing, Xie, 2002; Marchionini, 1995), and research
methodology (deductive vs. inductive, Dubin, 1978) this distinction is made.
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A tinal characteristic of KI goals that has received considerable attention in the KI literature
is their level of abstraction. This relates to the hierarchical level in a system at which the
goals originate. At a higher system level, goals will be more abstract than at lower levels. We
see this, for example, in organizations. When it concerns the organization as a whole, goals
appear in the form of abstract mission statements and strategic objectives. When we move
down to smaller parts of the organization, goals appear in the form of, for example, more
concrete monthly targets and operating procedures. We find this difference in abstraction in
the literature on organizational learning. For example, Wijnhoven (2001) distinguishes
between four types of norms for organizational learning: policy norms, responsibilities,
action norms, procedural norms. We also find this difference when we compare literature
that concerns different system levels. For example, while Zack (1999) speaks of abstract
knowledge strategies, Slone (2003) speaks of concrete search goals for Internet search.

Goal Formulation

Although goals may originate in one or combinations of the three types of needs mentioned
above, this does not mean that goals automatically follow these needs. In systems, multiple
actors interact with each other, each having their own goals. Goal formulation, then, is an
interactive process between two or more actors. In the KI literature we find at least two
types of interactive goal formulation: between system levels and between subsystems.

When we consider the role of individuals in collectives (like departments and
organizations) there is a wide agreement in the literature that there is a mutual relationship
between them. Researchers on collective thinking (Weick & Roberts, 1993), organizational
decision-making (Simon, 1997), and organizational learning (Argyris & Schon, 1978; Fiol,
1994; Hedberg, 1981; Kim, 1993; March, 1991; Meeus, Oerlemans, & Hage, 2001) emphasize
the mutual influence of individual and collective goals. An example is in the field of
organizational learning. According to Kim (1993), individual and organizational learning
goals are aligned by means of shared mental models. Another example is in the field of
information processing where Corner, Kinicki, & Keat (1994) provide an integrated model of
organizational and individual information processing.

Also concerning goal formulation between (sub)systems there is a wide agreement that
it requires the alignment of goals of multiple actors. For example, there seems to be a
common agreement now that knowledge needs cannot be defined by the knowledge seeker
alone but rather are defined in interaction between knowledge source and knowledge seeker
(Choo, Detlor, & Turnbull, 2000; Dervin, 1992). One of the most explicit references to this is
Taylor’s (1968) notion of ‘question-negotiation’. According to Taylor, knowledge needs (he
writes of information needs) go from a vicarious need, through a conscious and formalized
need to a compromised need between knowledge source and seeker. Practically this suggests
that actors go trough an iterative process in which they start with a vague notion of what
they need, find something that seems to be relevant to fulfill that need, specify or change
their need based on what they found, etc. This implies that not only the knowledge needs as
described above guide the KI process, but also the knowledge that is available at sources.
This dynamic goal formulation process between source and recipient also is explicitly
recognized in, for example, the literature on information seeking (Wilson, 1981), information
retrieval (Cole, 1998), knowledge reuse (Markus, 2001), environmental scanning (Aguilar,
1967), and absorptive capacity (Lane & Lubatkin, 1998).
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Since goal formulation often involves multiple parties, there is the possibility of conflicting
goals. In the current literature there are different views on the existence of these conflicts. At
the one extreme end we find literature in which conflict is explicitly refused or is not
mentioned. An example is the (early) literature on information processing, where it is
assumed that managers gather information in order to reduce the uncertainty and
equivocality for other members of the organization (Daft & Lengel, 1986). While this
literature pays attention to differences between actors in the organization, conflicts are not
considered. Another example is in the field of information seeking. Amongst others, Taylor
(1968) and Wilson (1981) consider that the outcome of an information seeking process
depends on the interaction between a source and a recipient. While both posses different
knowledge, in the interaction they are supposed to strive for the same goal: fulfilling the
information request. Other examples are in the field of knowledge reuse (Markus, 2001)
where the source and the recipient of knowledge have different but non-conflicting goals and
in organizational learning (Hedberg, 1981) where the individual and organizational actions
and learning are supposed to mutually contribute.

At the other extreme end, we find literature in which conflicting interests abound. One
example is Larsson et al. (1998) who present five learning strategies that the parties in an
interorganizational  relationship can choose from: collaboration, competition,
accommodation, avoidance, and compromise. Another example is in the field of
organizational memory information systems (OMISs). Stein & Zwass (1995) present four
subsystems that each contribute to a particular organizational effectiveness function. Given
that Stein & Zwass' model is based on the competing value model of Quinn & Rohrbaugh
(1983), these four subsystems have to compete for, for example, organizational resources.
This suggests that there is a potential for conflict between the four subsystems.

Consequences for KI

From the discussions in this subsection we can see that KI is not only reactive behavior that
follows certain stimuli. Rather, it includes proactive activities driven by goals of individuals,
subsystems, and systems. Of the many possible types of goals, this subsection has mentioned
three general types: cognitive, affective, and situational goals. Assuming that these types of
goals should be considered as aspects of particular goals, this suggests that a concrete goal of
one actor is already a mixture of goals. This highlights that goal formulation does not follow
automatically from a certain knowledge need, but requires additional efforts.

Additionally, the observation that goals reside at multiple actors in a system implies
that a KI system is not a mechanistic or deterministic system where a controlling organ can
fully determine its activities and outcomes. Rather, KI systems should be considered as
organic systems where each actor affects KI activities and outcomes. This view on KI systems
also suggests that the formulation of goals is an interactive process between actors with
potentially conflicting interests.

252 KI System Evolution

The final system characteristic that we distinguish is the evolution of the KI system. KI
systems are in a constant movement in order to adapt to internal and external pressures. As
argued in Subsection 1.2.1, this adaptation of systems can be called learning. In the current
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subsection we will elaborate on the concept of learning, provide a typology of learning, and
discuss how learning is assumed to take place when more then one system level is involved.

On Learning

Although only occasionally explicated in the KI literature, learning concerns the changes of a
system that lead to a better functioning of the system. (De Leeuw, 2000). The learning
process is perhaps best explained by David Kolb. Building on the work of Lewin, Dewey, and
Piaget, Kolb (1976; 1984) presents learning as a four-stage cycle of concrete experience,
reflective observation, abstract conceptualization and active experimentation (See Figure
22).

Concrete
/-} experience X
Active ]
experimentation Reflective

K observation
Abstract {-/

conceptualization
Figure 2.2 The experiential learning model (adapted from Kolb, 1976: 42)

From Kolb’s experiential learning model we can observe at least three characteristics of
learning. Firstly, the model shows that learning is a cyclical process. This cyclical nature of
Kolb’s model (and many other learning models, including Argyris & Schon, 1978; Boisot,
1998) shows many similarities with the evolutionary process of natural selection; consisting
of variation, selection, and retention mechanisms. Zollo & Winter (2002) explicitly point at
this similarity when they distinguish three learning mechanisms: experience accumulation
(variation), knowledge articulation (selection), and knowledge codification (retention). The
evolutionary model also has been adapted in the field of research methodology (e.g. Weick,
1989).

Secondly, the model shows that learning is an interplay between abstract
conceptualization and concrete experience. This distinction has probably inspired other
scholars to explicitly distinguish between two types or two aspects of learning. For example,
Gioia & Manz (1985) distinguish between cognition and behavior; and Feldman & Pentland
(2003) distinguish between ostensive and performative aspects of routines. Also, this seems
to have inspired some scholars to focus on the cognitive part of learning (e.g. Huber, 1991,
Liebeskind et al., 1996; Tsang, 2002), and others to focus on the behavioral part (e.g. Levitt &
March, 1988; Zollo & Winter, 2002). While Kolb’s model focuses on experiential learning,
others have stressed that we also can learn from experiences of others or from models rather
than from concrete experiences (Gioia & Manz, 1985). This is consistent with Kolb’s model
when we consider it as a model of a learning process of which not necessarily all activities
take place by the same actor.

Thirdly, Kolb’s model shows that learning is a process of adaptation, and not necessarily
of accumulation. It seems that in part of the literature, learning has become a synonym for
accumulating knowledge. We see this, for example, in the use of the term learning as
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sourcing (Liebeskind et al., 1996) or exchange (Meeus, Oerlemans, & Hage, 2001). Perhaps,
this view on learning has led to the suggestion that unlearning is different from learning
(Hedberg, 1981). However, when we follow Kolb and consider learning to be a process of
adaptation, unlearning is included in this process. Hence, we believe no additional concept of
unlearning is needed.

Types of Learning

The KI literature, and in particular the literature on organizational learning, distinguishes
between three types of learning: single-loop learning, double-loop learning, and deutero
learning. Argyris and Schon (1978) describe the difference between single- and double-loop
learning as follows:

“When the error detected and corrected permits the organization to carry on its present policies or achieve its

present objectives, then that error-and-correction process is single-loop learning. Single-loop learning is like a

thermostat that learns when it is too hot or too cold and turns the heat on or off. The thermostat can perform this

task because it can receive information (the temperature of the room) and take corrective action. Double-loop
learning occurs when error is detected and corrected in ways that involve the modification of an organization’s

underlying norms, policies and objectives” (Argyris & Schon, 1978: 2-3).

Wijnhoven (1995) characterizes the differences between single- and double-loop learning by
associating them respectively with ‘behavioral adaptation’ and ‘organizing’. Single-loop and
double-loop learning are to be seen as two ends of a continuum rather than as two distinct
types of learning (Argyris & Schon, 1978: 26). The concept of deutero learning is rather
unambiguous (Visser, 2004). It is described as ‘learning to learn’ or ‘learning how to carry out
single-loop and double-loop learning’. As such it concerns changing the learning process
itself. It creates awareness of the need for learning, implying that the other two types of
learning will not occur unless some degree of deutero learning takes place. Deutero-learning
defines the norms governing single- and double-loop learning (Wijnhoven, 2001). Also, it
concerns the selection of ways of learning and the institutionalization of the learning process
in the organization (Visser, 2004). When we relate the three types of learning to the three
types of system characteristics described in this chapter, single-loop learning is associated
with the adaptation of behavior, double-loop learning with the adaptation of structure, and
deutero learning with the adaptation of control.

The notion of single-loop learning abounds in the KI literature that we reviewed. It
appears, without exception, in each of the nine fields of literature, though not necessarily
using the specific term. In some cases this concerns a feedback loop at the end of a series of
activities (hence, constructing a cycle) (e.g. Carlile & Rebentisch, 2003; Choo, 2002; Corner,
Kinicki, & Keats, 1994). In other cases it concerns a feedback loop after each activity (e.g.
Daft & Weick, 1984). Also of double-loop learning we find examples in the KI literature. An
example is information foraging, which “[...] is an approach to understanding how strategies
and technologies for information seeking, gathering, and consumption are adapted to the flux
of information in the environment” (Pirolli & Card, 1999: 643). Another example is in the
tield of KI, where the development and adaptation of routines is considered to be an effective
mechanism for KI (Grant, 1996). In these examples, the adaptations that are made include
the adaptations of the structure of a KI system — by adjusting the strategies and routines that
areused. Concerning deutero learning, the KI literature is more silent. We found it only
addressed in the specific literature on organizational learning (e.g. Wijnhoven, 1995; Argyris
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& Schén, 1978; Visser, 2004). However, throughout the literature, we find numerous models
of learning, of which we have presented some above. When we consider the reason why these
models were developed, probably their main purpose is to make researchers and/or
practitioners think differently about learning. As such, we can argue that their main purpose
is to stimulate deutero learning of researchers and practitioners.

Learning between System Levels

The discussion above on learning concerned learning at one system level. However, as we
have argued throughout this and the previous chapter, KI systems are hierarchical systems in
which systems can be observed at multiple levels of aggregation. This suggests that learning
can take place at various levels within a KI system and that there is some form of interaction
between these levels of learning. This interaction has been extensively theorized in the field
of organizational learning (Argyris & Schon, 1978; Fiol, 1994; Hedberg, 1981; Kim, 1993;
March, 1991; Meeus, Oerlemans, & Hage, 2001). The insights of this field were combined by
Kim (1993) into what he called an integrated model of organizational learning (see Figure
2.3). Kim tries to establish a link between individual learning and organizational learning.
When we observe Kim’s model, we recognize models of Kolb (1984), Hedberg (1981), and
Argyris and Schon (1978). Kim stresses the importance of individual and shared mental
models as a means to link learning at the individual and the organizational level.
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Figure 2.3 An integrated model of organizational learning (adapted from Kim, 1993: 44)

Where Kim distinguishes two levels of aggregation, Crossan, Lane & White (1999) consider
organizational learning at the level of individuals, groups, and organizations. They suggest
that the interaction between these levels consists of dynamic processes of assimilating new
learning (feed forward) and exploiting what has already been learned (feedback). In Figure
2.4 we see how the three levels of learning are linked by the four activities of intuiting,
interpreting, integrating, and institutionalizing.

71



TOWARDS ASYSTEMIC M ODEL OF KNOWLEDGE INTEGRATION

Individual Group Organizational
=] Feed Forward >
Individual Intuiting -
A a &—1— Interpreting
4 - |
g '
Group (T H .
] FRRSSRR e , e—— Integrating
w H
: |
Organizational N ° l v

Ins-titutionalizing

Figure 2.4 Organizational learning as a dynamic process (adapted from Crossan, Lane, & White, 1999)

Consequences for KI

This subsection has discussed the seventh and final characteristic of a KI system: system
evolution. Together with the previous subsection, this subsection characterizes the control
function of a KI system. From the current subsection we can observe that adaptations of KI
can take place with respect to the structure, the behavior, and the control of a KI system.
Also, we can observe that adaptations of a KI system involve adaptations of KI subsystems
and individuals. It was argued that system evolution is discussed in the literature mainly in
the field of organizational learning. We have seen that learning has both a cognitive and a
behavioral aspect and that learning can take place from someone’s own experiences, but also
from the experiences of others and from models. This suggests that KI (sub)systems cannot
only learn from their own experiences, but also from experiences of other KI (sub)systems
and from models - like a systemic KI model.

What we find remarkable about the models presented in this subsection, is that neither
Kolb’s model, nor Kim’s model, nor Crossan, Lane & White’s model explicitly includes goals
(unlike, for example, Wijnhoven (2001), who explicitly distinguishes norms for
organizational learning, see Subsection 2.5.1). These models somewhat suggest that learning
- and thus system adaptation - should be considered as a reactive process or as a goal in
itself. Though we do not think this was what these authors intended, we hope that with
explicitly including a subsection on goals we have provide a more active and goal-oriented
picture of system evolution.

2.6  Assessment of the Literature

Sections 2.3 through 2.5 have provided an overview of systemic aspects covered in the
current KI literature. In order to assess whether this literature forms a sufficient basis for
developing a systemic KI model, we defined two criteria against which the literature should
be evaluated:

1. There should be theoretical and empirical material on each of the seven characteristics;

2. This material should refer to an underlying systemic framework that can be used to

develop a systemic KI model.
In this section we will assess to what extent the current literature meets these two criteria.
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26.1 Criterion 1: Theoretical and Empirical Coverage

As we have presented a substantial amount of literature for each of the seven system
characteristics, it is clear now that on each of the characteristic there is at least some
theoretical or empirical material available in the current literature. When we scrutinize this
literature in some more detail we can conclude the following for the seven characteristics.

Concerning the system eclements there has been done extensive theoretical and
empirical research on each of the elements of a KI system. Subsection 2.3.1 has presented
theoretical and empirical findings on the five types of knowledge (in actors, activities,
information technologies, non-information technologies, and in a system of these), on the
actors in a KI system (internal, external, and control roles), and on the role of technologies in
the system. Concerning the KI activities, Subsection 2.4.1 has presented numerous examples
of theoretical and empirical contributions. Hence, we conclude that concerning the system
elements, there is sufficient theoretical and empirical material available to develop a systemic
KI model.

With respect to the boundaries of a KI system there also are many theoretical and
empirical contributions available. As remarked in Subsection 2.3.2, most of these
contributions depart from the basics of systems theory in that they automatically assume
that the boundaries of a KI system are identical to the boundaries of the formal organization
and that these boundaries are stable. However, there also were examples of publications that
showed less rigid ways of considering system boundaries, for example, by considering a team,
a project, or a network as the system and by focusing on changing system boundaries as a
result of knowledge brokering activities. Therefore, we believe there is sufficient material
available with respect to this second system characteristic.

The third structural characteristic was the internal structure of a KI system. In
Subsection 2.3.3 we have seen theoretical and empirical contributions that concerned the
hierarchical levels of a KI system and the KFs of a KI system. Also concerning the SFs, we
have found some theoretical and empirical material. Finally, we have seen various theoretical
and empirical contributions dealing with the control function in a KI system. Hence, we
conclude that for this third structural characteristic - and for the three structural
characteristics of a KI system — there is sufficient theoretical and empirical material available
for developing a systemic KI model.

In Subsection 2.4.1 we have discussed the first behavioral characteristic of a KI system:
patterns of KI activities. As remarked there, there are numerous theoretical and empirical
contributions on KI activities. Also, concerning the patterning of these activities in KFs there
is substantial theoretical and empirical work done. However, concerning the patterning of KI
activities in SFs we have found some theory, but virtually no empirical results. Hence, it
seems that for this characteristic of a systemic KI model, further empirical research is needed.

Concerning the other behavioral characteristic, interchanges between systems,
Subsection 2.4.2 has presented examples of theoretical and empirical contributions.
Concerning the variety of types of interchanges that appeared there, we believe that there is
sufficient material available in the current literature with respect to this fifth characteristic
of a KI system.

The sixth characteristic, goal-directedness of a KI system, was discussed in Subsection
2.5.1. Both with respect to the types of goals that direct a KI system and the way these goals
are formulated in a KI system we have presented examples of theoretical and empirical
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contributions. Hence, we believe that concerning this first control characteristic of a KI
system, there is sufficient material available in the current literature.

Finally, concerning the seventh characteristic of a KI system, system evolution, we have
seen in Subsection 2.5.2 that there is substantial work done, in particular in the field of
organizational learning. As discussed there, this field has extensively studied the learning
process, the types of learning that occur and the interaction between learning at more than
one system level. Hence, we conclude for this final characteristic that there is sufficient
theoretical and empirical material available.

2.6.2 Criterion 2: Underlying Framework

While the first criterion concerned the amount and variety of the current KI literature, the
second criterion concerns the convergence that this is necessary to develop one systemic KI
model. As we can observe from the variety of the literature on each of the seven system
characteristic, it may be clear now that there is no explicit or implicit reference to one
underlying framework in the current literature. Hence, it seems that the current literature
does not meet the second criterion. However, although the literature as a whole does not
refer to one systemic framework, it could still be possible that there is already a systemic KI
model available, but that it has not (yet) found its way into the KI literature. Hence, before
we infer from this chapter that we should develop a systemic KI model, we should certify
that we are not reinventing the wheel. To show that there is no systemic KI model available
in the reviewed literature, we turn to the most complete model in terms of coverage of
systemic characteristics that we found. This concerns Kim’s (1993) ‘integrated model of
organizational learning’ (See Subsection 2.5.2). This model has the following characteristics:

- Elements of the system: it includes actors (at least two), technologies (implicitly in the
design activity of individual learning), KI activities (e.g. assess, observe, implement, and
design), and knowledge (individual and shared mental models).

- Boundaries of the system: it considers the boundaries of the formal organization to be the
boundaries of the system.

- Structure of the system: it distinguishes two levels: the individual and organizational level; it
distinguishes no subsystems.

- Differentiated and patterned activities: it distinguishes no differentiated and patterned
activities.

- Interchange between systems: it implicitly considers interchange between individuals, by
means of shared mental models, and it considers interchange with the environment by
means of organizational action and environmental response.

- Goaldirectedness: it considers individual and organizational goals implicitly as part of the
individual and organizational mental models.

- System evolution: it explicitly considers single-loop and double-loop learning and the
interaction between learning at the individual and the organizational level.

Although Kim thus covers most characteristics of a systemic KI model, in the light of this

study, there are a number of gaps. These gaps are perhaps not surprising, since Kim’s focus is

on organizational learning and our focus is on KI, of which learning can be seen as the
evolutionary aspect.
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The first gap is the attention that Kim pays to the link of the system with its environment. As
Figure 2.3 in Subsection 2.5.2 has demonstrated, this link consists of individual observations,
individual actions, and organizational actions. While, in his article, Kim invokes Daft &
Weick’s (1984) three stage model of organizations as interpretation systems (consisting of
scanning, interpretation, and learning), we do not find it back in his integrated model. Hence,
Kim provides little detail on the complexity and dynamics of this aspect of his model. Since,
in this study our focus is on external knowledge, we need more detail on this aspect.
Fortunately this is provided by many other studies.

The second gap concerns the general level of detail. Being a Sloan Management Review
article, Kim has no opportunity to describe each part of his model in detail. The review of the
literature in the previous three sections has provided already much more detail. What
remains, though, is connecting this detail to a systemic KI model. This is done in Chapter 4.

The final and most important gap is that Kim does not distinguish functional
subsystems and - connected to that - differentiated and patterned activities. Kim considers
individuals but does not differentiate between them in terms of their roles and functions in
the organization. Also the relation between activities and system functions is not explicated.

Because of the gaps in Kim’s model, and the lack of an implicit or explicit reference of
the current literature to an underlying framework, we conclude that the current KI literature
does not meet the second criterion.

2.7 Discussion and Conclusion

This chapter started with the question as to what extent does the current KI literature
provide sufficient theoretical and empirical material for developing a systemic KI model. We
considered this material to be sufficient when there was theoretical and empirical material
available on each of the seven characteristics; and when this material referred to an
underlying systemic framework that could be used to develop a systemic KI model. In order
to answer the research question, we performed a cross-disciplinary literature review in a
broad range of fields, including information seeking, organizational learning, and research
methodology. In the analysis of the collected literature we looked within each of the fields
whether and how the system characteristics defined in Subsection 1.2.2 instantiated in that
field.

As the body of this chapter has demonstrated, there are many similarities between the
seemingly different reviewed fields. For example, the evolutionary nature of learning
appeared in models of organizational learning and in models of research methodology.
Although interesting, this similarity is not a new observation. For example, Kolb (1984) has
mapped the stages of experiential learning onto scientific inquiry, decision making, and the
creative process. On the other hand, this chapter has demonstrated that there also are many
differences between the fields. An example is that system evolution is explicitly addressed in
the literature on organizational learning (i.e. single- and double-loop learning), but is missing
in other fields, including information seeking and knowledge management.

More importantly, it was demonstrated that the current KI literature fails to fully meet
the two criteria that we formulated. Firstly, we found hardly anything on the empirical
patterning of KI activities in terms of their SFs (see Subsection 2.4.1). Considering that
patterns of activities are, in systems theory, assumed to be the backbone of a social system,
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this is rather surprising. There are some theoretical contributions on the patterning of
activities according to SFs (e.g. Stein & Zwass, 1995), but no empirically based models: we
found only one failed attempt to establish empirical patterns of KI activities (Moorman,
1995). When we look at the available models, the largest minority of them seems to draw on
Parsons’ social systems theory. Hence, we could decide to use Parsons’ four functions for the
patterning of KI activities. However, since empirical support is virtually lacking at this
moment and other existing models might be more appropriate, this requires further empirical
investigation. To this end, the next chapter describes an empirical study we conducted in
order to empirically establish patterns of KI activities.

Secondly, we found no underlying framework in the current KI literature. Although
there is sufficient material available on each of the other characteristics of a systemic KI
model, it is impossible to integrate all this material into one systemic model. It also is
undesirable because the model will be too complex to use. Hence, in the development of the
KI model we need to be selective. As there is currently no underlying framework, we need
further investigation in order to find such framework. Considering that the focus of this
study and the core of a KI system are KI activities and their patterning into functions, the
choice for this framework will depend on the outcomes of the empirical research on the
patterning of KI activities in the next chapter.
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“The development of open systems theory requires the identification of patterns of social behavior |[...|”
Katz & Kahn (1979:7)

"There is nothing like looking, if you want to find something. You certainly usually find something, if you look, but it
is not abways quite the something youwere after."
Tolkien (1995)

3.1 Introduction

The first phase of this study consists of an analysis of material that is needed in order to
design a systemic KI model. In Chapter 2, we have conducted the first part of this analysis,
which concerned an analysis of the current literature. There, we have concluded that for
developing a systemic KI model two things are still missing in the current literature: an
empirical foundation for the patterning of KI activities, and a ground for selecting a systemic
framework that can be used to develop the systemic KI model. This chapter tries to bridge
these two gaps with an empirical study. As such, this chapter presents the second and final
part of the analysis phase. As the empirical field on which we focus is that of NPD in high-
tech SMEs, this empirical study is conducted in this particular field. Based on the results of
this chapter and the previous chapter, in the next chapter we will move on to the next phase
of this study: the design of the systemic KI model.

The main research question guiding the empirical study of the current chapter is: To what
extent does an additional empirical study on KI provide the empirical material that is missing in the current
literature? In answering this research question, we follow a two-stage approach consisting of
in-depth semi-structured interviews and a large-scale self-administered questionnaire. The
interviews are conducted as a preparation for the questionnaire to find out how practitioners
in high-tech SMEs perceive KI and how they talk about it. The questionnaire is conducted to
find patterns of KI activities, which in turn constitute a ground for choosing a systemic
framework for the development of the systemic KI model. Both the interviews and the
questionnaire were conducted in Germany, Israel, Netherlands, and Spain as part of a larger
European study on KI (Knowledge Integration and Network eXpertise, KINX). We were
responsible for the overall development, coordination, and analysis as well as for the data
collection of the Dutch part of the study and the work package of which it was part.

The chapter is structured as follows. Section 3.2 discusses the method followed in the
exploratory interviews and their outcomes. Consequently, Section 3.3 provides the
operationalization of the quantitative study, followed by a description of the sampling and
response in Section 3.4. The methods of analysis are discussed in Section 3.5. Section 3.6
presents the results of the quantitative study, where needed supported by the results of the
interviews. While these results concern the empirical patterning of KI activities, Section 3.7
compares the results with the systemic KI models from the literature and as such concerns
the selection of a systemic framework. Consequently, Section 3.8 further specifies the
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emerged patterning of KI activities by characterizing the responding SMEs. The final answer
to the research question is given in the concluding Section 3.9. Previous versions of parts of
this chapter are published elsewhere (Kraaijenbrink, 2005a; Kraaijenbrink, Groen, &
Wijnhoven, 2005).

3.2  Exploratory Interviews

Kerlinger (1986) suggest three roles of interviews in research: as an exploratory device, as a
main instrument, and as a supplement to a preceding study. Within this study, the
preliminary interviews take the role of an exploratory device. Taking this exploratory role,
the purpose of the preliminary interviews in this study is not data collection per se, but
orientation in the field in order to create a good questionnaire. This purpose can be
decomposed in the following purposes:

1. Get arich picture of how KI instantiates in the context of NPD in high-tech SMEs. All
the topics have been studied separately, but from previous studies it is hard to find out
what it means to perform KI in this context.

2. Assess the relevance of a systemic KI model for practitioners. Within this study we have
argued that a systemic KI model is relevant for practitioners, mostly by indirect evidence
from slightly different fields. A second purpose of the interviews is to find out whether
and how this relevance instantiates in the specific context of this study.

3. Learn the language in which SME practitioners speak about KI in their specific context.
Scientific language and practitioners’ language usually are very different (Kerlinger,
1986). Most of the concepts introduced in Chapter 2 are used for scientific purposes. For
operationalizing the questionnaire we need to know the language of the practitioner.

This section discusses the research method (Subsection 3.2.1), the results (Subsection 3.2.2)

and the implications of the preliminary interviews for the questionnaire development

(Subsection 3.2.3).

3.21 Research Method for the Interviews

Interview Scheme

The interview scheme was developed by a group of experts from academia and practice (the
KINX consortium, see Appendix III). Being conducted as part of the KINX project, the
preliminary interviews covered a broad range of topics related to KI. For the majority of the
interviews, the interview scheme as described in Appendix IV was followed. Considering the
first purpose mentioned above, questions were asked about the following topics: 1) The way
the companies conduct new product development (NPD), 2) the way they perform KI in this
context; and 3) the methods, techniques, and tools they use during KI. Considering the
second purpose, questions were asked about the problems that companies face during KI. By
comparing the responses to these questions with the targeted contribution of a systemic KI
model, we can assess the relevance of a systemic model for the respondents. Finally,
considering the third purpose, we did not ask specific questions. By talking to the
respondents and noting their reaction on interview questions we learned about the
suitability of particular words and questions for the questionnaire.
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Respondents

The targeted interviewees were R&D managers, marketing managers and, in case of small
companies, directors of the company. Companies were selected by convenience sampling. To
arrive at a sample in which a diverse set of companies is represented, companies were
selected from different countries, sizes, years of foundation, and branches of industry. The
final sample is presented in Table 3.1. The choice of the countries was based on the
availability of interviewers within the KINX project.

Table 3.1 Sample for the preliminary interviews

Company Industry #Empl  Year Job

Germany

Aixtron Semiconductor equipment 520 1983 Head engineering, Manager material
research, Documentation manager

Cerobear Ceramic rolling bearings 100 1989 Research engineer, Research engineer

HEAD Acoustics ~ Acoustic measurement 100 1986 Managing director, Production manager,
R&D manager

Israel

NUR Macroprinters 370 1992 Chief operating officer, VP Marketing

Optibase Digital video streaming 130 1990 VP marketing, VP R&D, Former VP

marketing, VP international sales, Deputy
VP R&D, IT director

Saifun Semiconductors 105 1998 VP product development, Marketing
manager, Director of operations

Netherlands

Breumaf Machine manufacturing 14 1984 Director

CSE Optical electronics 2 1994 Director/engineer
Demcon Mechatronics 35 1993 Director

Norma Machine manufacturing 100 1954 Director

Osiris Digital printing machines 4 2000 Technical director
Tevema Precision instruments 19 1987 Director

Xsens Sensors, electronics 6 2000 CEO

Spain

Arteche Electronics 450 1946 Engineer

COSIM Machine manufacturing 170 1970 Engineering manager
IVM consultants ~ Engineering 25 1968 Marketing manager
Simes Senco Metal manufacturing 107 1951 Administration
Zertan Electronics 140 1979 Managing director
ZIV Electronics and software 150 1983 Production manager

As can be seen in Table 3.1, the sample is probably not representative for the industries in the
four countries. For example, the selected companies in the Netherlands are relatively small
compared to the other countries, and the selected companies in Spain were rather old
compared to the other countries. However, since our objective was not to get a representative
sample, but to get a sample with a high variety, such that we would get a rich picture of KI in
high-tech SMEs, the lack of representativeness is not a problem.

Data Collection and Analysis Procedures

The interviews were conducted in August through October 2002. The total number of
interviewed people was 33, representing 19 companies. Interviews lasted between one and
two-and-half hours and were conducted in the national language of the four countries. The
total number of interviewers was 14. Each interviewer received precise instructions for the
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interview and an interview scheme (see Appendix IV). In Spain, a round table was organized
with representatives of six companies.

After the interviews, the interviewers wrote a summary report of the interviews in their
national language, again following the interview scheme, and sent it for a member check back
to the SMEs (cf. Miles & Huberman, 1994). After some minor revisions, these summary
reports were translated into English and collected by us for analysis.

The English summaries of the interviews were further compressed by coding the interviews
into short sentences that summarized their content. Consequently, a cross-interview analysis
was performed to find similarities and differences between interviews. Being conducted as
part of the KINX project, the purpose of the interviews was broader than the three purposes
mentioned above. However, the analysis in this study concentrates on the three purposes.

3.2.2 Results and Analysis

This subsection concisely presents the results of the preliminary interviews. For reasons of
efficiency, no results of individual interviews are mentioned in this section. These are,
however, mentioned in the summaries of the individual interviews (see Appendix I of
Kraaijenbrink, Wijnhoven, & Groen, 2003)

Purpose 1: Description of KI

The interviews showed that each of the interviewed companies used knowledge from outside
its company, in particular knowledge about customers and markets (e.g. ‘market trends,
‘news alerts, and ‘feedback from consumer’) and knowledge about technology (eg.
‘technologies and components, ‘patents, ‘new standards, and ‘data sheets’). The third
category that was mentioned in the literature (knowledge about organizational aspects of
NPD, see Section 1.1) was not recognized by the respondents without further explanation.
Also, they indicated that they hardly used external knowledge of this category. As far as they
acquired this type of knowledge, the source pro-actively provided it to the SMEs. Examples
are ‘professional magazines discussing new quality norms’ and ‘branch organizations sending
information on new subsidy regulations’.

The external sources reported as being important for the companies were customers (for
customer and market related knowledge) and suppliers (for technological knowledge). Some
of the interviewed high-tech SMEs were not end-producers; therefore they did not deliver to
individual consumers. In these SMEs, knowledge about markets was not gathered by the
SME, but by their customers. These customers were small and large companies which
provided the SMEs with technological knowledge as well. This made, according to them,
customers to very important sources of knowledge for the respondents. Other sources that
were mentioned are, for market knowledge: market researches, the Internet, and trade shows
and for technological knowledge: suppliers of machines, courses, journals, trade shows,
patent databases, and the Internet. Consultancy firms were not mentioned as an important
source, in particular not by some smaller firms because of the high costs of consulting them.
Respondents tended not to do market researches as well for the same reason. About
universities it was mentioned that their knowledge is usually not useful because it is too
theoretical and too much communicated on paper rather than by personal interaction.
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When we tried to picture a ‘typical’ KI process in the interviewed companies, we observed
that an SME started with looking inside the firm for the necessary knowledge. As a next step
it contacted its close network of suppliers, customers and other companies and as a third and
last step sources outside this network were consulted. Some companies also had a board of
advisors that was contacted after looking inside the firm. In addition to getting knowledge
from these personal and informational sources, the interviewed SMEs conducted KI in other
ways as well, like buying another company and analyzing products of competitors.

Interviewees reported that KI was conducted for two distinct reasons that can be seen
as two ends of a dimension. The first was the use of the knowledge for a particular purpose
(specific) and the second was learning (general). An example of the first was a focused
Internet search followed by a close cooperation with the source of knowledge. An example of
the second was following a course in management. Also many of the respondents stumbled
upon relevant knowledge when they were not specifically looking for it.

From the interviews it became clear that KI was not organized as a separate or
formalized process in the SMEs, but that they performed it as part of the NPD process (or
any other business process, but the focus of this study was on the NPD process) without
explicitly being aware of it. Consistent with this the respondents indicated that they hardly
used or knew specific, methods, techniques, and tools (MTTs) for KI. With some exceptions,
they did not explicitly make choices for certain methods, follow certain procedures or use
specific tools. The MTTs that they did use for knowledge identification were search engines,
catalogues and brainstorming. During knowledge acquisition they used checklists and
contracts; and for knowledge utilization they used informal meetings, databases and
intranets. In addition to these general MTTs, respondents made use of a few specific,
content-dependent MTTs, like specific Internet portals. As an exception there were
respondents that used data mining techniques and formalized procedures for getting
customer knowledge. Also, it appeared from the interviews that the way the SMEs
conducted KI and use certain MTTs has become an automatism for them. They used certain
MTTs because they were used to them. As formulated above, the most important external
sources of knowledge were part of a close network of companies around the SME. In contrast
with this, MTTs that were used in the identification stage were used to find knowledge from
sources outside this network.

Purpose 2: Assess the Relevance of a Systemic KI Model

Although the interviewed companies are quite satisfied with their KI success, they reported
problems or needs for improvements as well. Some companies had clear-cut and urgent
problems, like educating people for a particular purpose, or insufficient access to market
information, but other companies did not come up with problems directly if we asked them
about this. Only after asking more in depth and concrete questions they were able to mention
certain problems. This seems to indicate that the respondents did have KI problems, but that
problem awareness was low. Moreover, it appeared that problems were very much accepted
by SMEs as being part of reality. Not being able to find needed knowledge within time was,
for example, not seen as a problem, but just as a given situation that had to be dealt with.
From the three knowledge functions that were distinguished in Chapter 2, knowledge
utilization seemed to be most difficult for the companies. A problem in knowledge
identification that was mentioned was that the companies had to search too many sources
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and used too many unstructured ways to do this. Also, there was reported a lack of
systematic process and a lack of overview. As a result, it cost too much time and resources to
tind the needed knowledge. In particular market knowledge seemed hard to find, which
might be due to a lack of a direct relation with end consumers. In knowledge acquisition no
problems were mentioned, except for contractual property rights related problems. It seemed
that not the lack of knowledge (related to identification and acquisition) was the main
problem, but the way to handle it in the organization to make it accessible and apply it
effectively and efficiently (utilization). An example of this is a remark that not the shortage
of knowledge is the problem, but a shortage of time to process it. The problems that were
mentioned were most of an instrumental nature, that is, they were operational problems with
performing KI. Some companies mentioned motivational problems (e.g. customers don not
want to tell everything they know), but most of the problems are related to a lack of abilities
and resources.

Concerning the need for a systemic model, it was particularly interesting that many of the

interviewees somehow reported a lack of structure as a problem. Remarks that point in this

direction are:

- ‘There is no systematic collection of ideas, each employee collects ideas individually’;

- ‘The biggest danger is that you forget to take something into account from the start’;

- ‘Itisdifficult to achieve completeness, instruments that would support decision-making
would be very interesting’;

- ‘The contact between the sales department and the engineering department is not
structured’;

- ‘People are not aware of problems, they are only learning from mistakes’;

- ‘Utilization is very exhaustive and unstructured’;

- ‘There s an absence of methodologies’;

- ‘Theinternal process is the main deficiency’;

- ‘The problem is not the external knowledge but how to transform it into structured
internal knowledge’;

- ‘There is no structure in the acquisition and utilization processes’; and

- ‘The major challenge is how to organize, maintain and transfer the accumulated day-by-
day knowledge in order to practically re-use it later and avoid re-inventing the wheel’.

These remarks were particularly made at the medium-sized (as opposed to small) firms. This

call for more structure did explicitly not refer to a call for a formal or systematic method,; this

would harm firms' current flexibility. Rather it referred to a call for more overview of what

they were doing. Hence, although far from conclusive, these results strengthen our argument

that there is a need for a systemic KI model in practice.

Purpose 3: Learning Practitioners’ Language

One of the things that we noticed during the interviews is that - like scientists -
practitioners attach specific and different meanings to words like knowledge and
information. For some practitioners they are synonymous, for others they mean something
different, for example, at one SME it was remarked that ‘people are struggling all the time
with collection of information, not knowledge’. The problem with these concepts seemed to
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be that they are too abstract. When we talked about technological and market knowledge, it

was a lot clearer to the respondents what we meant. However, as appeared from the

difficulties that respondents had to talk about organizational knowledge, the term

‘organizational knowledge’ was too vague.

As mentioned under the results for Purpose 2, KI was perceived by the respondents as
embedded in the NPD process and not as a separate process. Also, it was easier for the
respondents to talk about NPD than to talk about KI. Examples of terms that respondents
used were:

- Concerning knowledge identification: monitoring changes, looking, searching, visiting,
and sending people to find information, benchmarking, market analysis, and business
intelligence.

- Concerning knowledge acquisition: analyzing products and samples, outsourcing,
hiring, getting documents, customer visits, ordering market reports, purchasing, and
conference visits.

- Concerning knowledge utilization: internal transfer, enterprise intranet portal,
spreading knowledge to employees, push the knowledge to the right people, organizing,
maintaining and transferring day-by-day knowledge, practical reuse, problem-solving,
and decision-making,

When we compare these examples to the terms used in the literature (see Chapter 2), there

clearly are differences in that the terms mentioned above are closer to the NPD practice and

more concrete. This implies for the development of the questionnaire that we should use
terms of the NPD field rather than of the KM field and specific terms rather than abstract
terms.

3.2.3 Conclusions on the Exploratory Interviews

From these interviews we tentatively conclude that high-tech manufacturing SMEs differ in
the way they conduct NPD and KI, the MTTs they use, and the problems they have. Even
different people within a single company answered differently to the questions. However, we
observed that they are not so different as they believe themselves. Typically, their processes
(both NPD and KI) are informal and based on habit rather than structured and formalized.
Moreover they use few MTTs (only very common ones), don’t deliberate upon advantages
and disadvantages extensively, and look for satisfactory rather than optimal solutions
because of time and money constraints. This is very much consistent with other research on
SME:s (see, for example, Chapter 1).

Moreover, as we assumed in Chapter 1, KI is indeed to a large extent not approached
systematically in practice. Also the fact that many interviewees perceived the lack of
structure in their KT activities to be problematic, indicates a systemic KI model is relevant for
practitioners. It appeared that such a model should not provide a rigid structure that should
be followed. Rather it should provide overview of the KI process. This type of model is
similar to the type of model that we intend to develop.

Finally, it appeared that the respondents are knowledgeable about the subject and
hence that they are the right persons to address the questionnaire to. It also appeared that
the language of the questionnaire should be ‘down to earth’, simple, and specific. Moreover,
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the questionnaire should, where possible, be formulated in NPD terminology. The interviews
gave specific information about the type of terms that were used in practice.

Because of the exploratory and qualitative nature and the limited amount of the
interviews, we are not able to draw strong conclusions about neither of the three purposes.
However, the interviews have given us a rich picture of KI in NPD of high-tech SMEs, an
overview of the type of problems that are faced during this process, and specific examples of
the type of language that is used in practice regarding this subject. Hence, the interviews
have met the three purposes that were set for it. The next section will explain how, based on
the outcomes of the interviews, a questionnaire was developed.

3.3  Questionnaire Development

The objective for the questionnaire was finding empirical patterns of KI activities and, based
on that, finding a basis for selecting a framework for the development of the systemic KI
model. Based on the literature review, the interview scheme, and the outcomes of the
interviews, a questionnaire was developed in the same expert group of researchers and
practitioners that also had developed the interview scheme (see Appendix IIT). Those parts of
the questionnaire that were only relevant for the KINX project are left out of consideration
here. This study concentrates on those questions in which respondents were asked about the
KI process. In total, this part represents approximately one fifth of the questionnaire.

3.31  First Version of the Questionnaire

A systemic model of KI suggests that KI activities are organized according to certain
underlying functions they contribute to (knowledge functions or system functions, see
Subsection 2.3.3). In order to empirically discover these underlying functions (or more
generally, factors) it was decided to develop a questionnaire containing a collection of KI
activities that could be analyzed for underlying factors.

The literature review of Chapter 2 presented a large number of KI activities. From the
practicality perspective, it is, however, obvious that this number of KI activities cannot be
included in a questionnaire. Practicality is concerned “[..] with a wide range of factors of
economy, convenience, and interpretability” (Cooper & Schindler, 1998: 166). In particular in
SMEs, practicality is important, because managers are usually overloaded with their daily
activities and have little time to fill out questionnaires (cf. Scarborough & Zimmerer, 2000).
Mlustrative is a remark of one participant of our study that he at times received up to ten
questionnaires a week, of which some were obligatory.

As mentioned above, we could only use one fifth of the questionnaire for the purpose of
this study. When we consider that because of a lack of time to fill out questionnaires, the
total length of the questionnaire should not exceed, for example, 30 minutes, this implies that
tilling out this part of the questionnaire should take a maximum of about six minutes. Hence,
in order to create a questionnaire that could be filled out in a reasonable amount of time, we
had to strictly limit the number of KI activities addressed in the questionnaire.

In our first attempt to make such a limitation we looked for existing scales and
measurements instruments because of their proven validity and reliability. However, a search
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in the 800 reviewed publications and the ISWorld MIS Survey Instruments database® yielded
no scales that concern KI activities. What we found, were, for example, scales on capabilities
and outcomes (e.g. Lee, 2001; e.g. Szulanski, 1996), on IT support of knowledge management
(Ruggles, 1998), on learning (Lyles & Salk, 1996), or on institutionalization of knowledge
transfer activities (Santoro & Gopalakrishnan, 2000). Moreover, the few scales that we did
find were rather lengthy lists of items, limiting the practicality of the questionnaire. An
example is (Moorman, 1995) who provides a 33 item scale for market information processing.
In sum, we found no validated scales that could be used for our exploratory study. The lack
of measurement instruments for knowledge management activities was also observed by
Gold, Malhotra & Segars (2001). Consequently, we proceeded with the development of a
new questionnaire.

3.3.2 Pretest and Improvement of the Questionnaire

As an alternative approach, we developed a new questionnaire in close interaction with
respondents. Based on the interview scheme and the outcomes of the interviews, a draft
English questionnaire was developed and discussed in the expert panel of academics and
practitioners (see Appendix III) Consequently, this draft questionnaire was tested in four
subsequent pretesting rounds. Kerlinger (1986: 444 - 445) suggests seven criteria that can be
used to evaluate interview questions.

The question should be related to the research problem and the research objectives.

The type of question (open vs. closed) should be appropriate.

The question should be clear and unambiguous.

The question should not be a directive question.

The question should not demand knowledge that the respondent does not have.

The question should not demand personal or delicate material that the respondent may
resist.

7. The question should not be loaded with social desirability.

These questions were used as a guide for the pretesters. The exact instructions for the
pretesters are given in Appendix V. The results of the four rounds are as follows:

O Ul

Round 1

Language: English questionnaire.

Number of respondents: Germany: 2, Israel: 3, Netherlands: 3.

Setting: Individual interviews using a paper questionnaire.

Results: The questionnaire is too long; language is too complicated; technological knowledge
and customer/market knowledge are recognized as separate categories, but organizational
knowledge not.

Changes: Fewer questions, simpler language, omitting of category organizational knowledge.

® As for August 2002
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Round 2:

Language: English questionnaire in Germany and Israel, Spanish version in Spain, Dutch
version in the Netherlands (double-blind translations).

Number of respondents: Germany: 3, Israel: 2, Netherlands: 2, Spain 3.

Setting: Individual interviews using a paper questionnaire.

Results: The questionnaire has substantially improved but is still too long; some mistakes
were made with filling out questions; instructions for filling out questions were not read.
Changes: Fewer and simpler questions.

Round 3:

Language: English questionnaire in Germany and Israel, Spanish version in Spain, Dutch
version in the Netherlands (same version of the questionnaire as in Round 2).

Number of respondents: Expert team (see Appendix I1T).

Setting: Three hour round table meeting using the paper questionnaire.

Results: The questionnaire has substantially improved but is still somewhat too long.

Changes: Fewer and simpler questions; creation of a web-based version.

Round 4:

Language: German questionnaire in Germany, English questionnaire in Israel (the software
that was used did not support Hebrew), Spanish version in Spain, Dutch version in the
Netherlands.

Number of respondents: Germany: 5, Netherlands: 3, Israel: 2, Spain: 2.

Setting: Individual interviews with a web-based version of the questionnaire.

Results: Some minor errors.

Changes: Corrections of errors.

The result of these four pretest rounds is a short questionnaire that is included in Table 3.2.
We believe that each of the questions mentioned in this table satisfies the seven criteria that
were mentioned above.

3.3.3  Final Version of the Questionnaire

The final questionnaire contained single-item questions for 14 KI activities, which are
mentioned in Table 3.2. For each of the KI activities respondents were asked about the
frequency of executing that activity for technological as well as for customer/market
knowledge. Although the use of multiple items is highly recommended in the literature, we
had strong grounds to use single-item measures. From a theoretical perspective, KI activities
lend themselves well to be measured by single items because they regard straightforward
facts. There is no need to indirectly measure these variables, because they can be measured
directly (cf. Wanous, Reichers, & Hudy, 1997). From a practical perspective, the pretests
have shown that respondents resented being asked questions that seemed repetitious and
that they better understood single items that directly measured the variables. Moreover, the
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use of single-items significantly reduced the length of the questionnaire, which is an
important benefit in SME research, because of the usually low response rates.

A single balanced 5-point Likert-type scale was used, with only the two extremes given
to the respondent. We used the extremes ‘never’ and ‘always because the pretests showed
that extremes that were less strong (e.g. ‘hardly’ and ‘very often’) did not sufficiently cover
the range of likely responses. A more fine-grained scale than the 5-point scale was indicated
as being too subtle. In addition to the questions on the KI activities the questionnaire
contained also a number of control variables to get a profile of the respondents (and
additional questions relevant for the KINX project, but not for this study).

As a basis for selecting KI activities we used the three KFs that were mentioned in Chapter 2
(identification, acquisition, and utilization of external knowledge). We refer to this model as
the 3KF model. Within the KFs we selected as few as possible activities that still reflected
the variety of activities for that KF. We chose to focus on variety since variety is important
for solid theory development (Weick, 1989).

As discussed in Subsection 2.4.1, there is much variety in the identification of external
knowledge dependent on the level of intrusiveness of the source and the recipient. Questions
1 through 3 (Table 3.2) respectively represent activities in which neither the source nor the
recipient is intrusive, in which the recipient is intrusive, and in which the source is intrusive.

Concerning knowledge acquisition, there is much variety in KI activities by the carrier
of the knowledge. Questions 4 through 6, respectively, represent activities in which the
carrier is information technology, non-information technology and actors. Since knowledge
acquisition is often not a one-way process as reflected in these three activities, three more
activities were added that take into account the interactive nature of knowledge acquisition
(Questions 7 through 9). Instead of “following a course’, we initially included ‘talking with
the source’ as a means of acquisition. However, this was seen as so obvious that it annoyed
some respondents. Therefore it was changed into ‘following a course’.

As also discussed in Subsection 2.4.1, knowledge utilization activities can be
categorized into three different groups: application, logistics and transformation. Questions
10 and 11 represent two types of knowledge application; questions 12 and 13 represent two
types of knowledge logistics. For question 14 we initially had included two questions
representing two types of transformation: ‘direction’ and ‘routinization’ (Grant, 1996). The
difference between direction and routinization and between direction and diffusion in the
utilization stage was however not clear to the respondents. Also after an explanation of the
difference, they indicated that this difference was too subtle. Consequently, direction and
routinization were combined in one activity: internalization. The final English questionnaire
is presented below in Table 3.2. All questions in this table were asked both for technological
knowledge, and for customer/market knowledge.
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Table 3.2 Final English questionnaire

Nr. Name Activity Question (5-point Likert, ranging from never (1) to always (5)

There are several ways to find external knowledge. How often do the following ways occur in your company?

1 DISCOVER  Discovery We come across knowledge without really looking for it

2 SEARCH Intentional search We intentionally search for knowledge

3 PRESENT Unasked Another organization presents knowledge unasked
presentation

There are many ways to obtain knowledge if its source is known. How often do the following ways occur in your

company?

4 WRITTEN Written documents We receive documents or files from a source

5 PHYSICAL Physical objects We analyze products from a source

6 PEOPLE People transfer We hire or employ persons from a source

7 COURSE Following a course We attend a course given by a source

8 COOPERAT  Cooperation We develop a product together with a source

9 OUTSOURC  Outsourcing ‘We outsource a problem to a source

Obtained knowledge can be used in several ways. How often do the following ways occur in your company?

10 APPLICAT Application We use it for the goal we acquired it for

1 EXPLOIT Exploitation We use it for other goals than we acquired it for

12 STORAGE Storage We store it for potential later use

13 DIFFUSIO Diffusion We disseminate it to everybody concerned

14 INTERNAL Internalization We make sure that we have similar knowledge internally available
next time

In order to characterize the responding SMEs, the following control variables were included

in the study.

1. COUNTRY: Germany, Israel, Netherlands, and Spain.

2. SIZE: Number of employees.

3. AGE: Year of foundation.

4. INDUSTRY: ISIC Rev 3. Code 24, 29-35 (See Table 3.3 below).

5. PERCNEW: Percentage of sales generated by new and improved products, six
categories: 0%, 1-20 9, 21-40 %, 41-60 %, 61-80 %, and 81-100 %.

6. PRODUCT: Characterization of the main product: machinery/equipment, components,
consumer products, materials, software.

7. SCALE: Scale of the production process: single unit, small series, large series, or mass
production.

8. PERCR_D: Percentage of employees working in R&D; measured by the ratio of number
of people working in R&D / total number of employees.

9. PERCACA: Percentage of employees with an academic degree, measured by the ratio of
number of people with an academic degree / total number of employees.

Control variables 1 through 4 were not included in the questionnaire but were collected from

the sample databases.
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34  Sampling and Response

341 Sampling

In order to create a sample of high-tech manufacturing SMEs we have to specify what we
mean by ‘high-tech manufacturing and by ‘SME’. While we have touched upon this in
Section 1.1, we need a more precise definition at this point.

For the definition of ‘high-tech manufacturing companies we adopt the official
International Standard Industrial Classification (ISIC) of high-tech and low-tech industries
(see Table 3.3). This study includes firms of both high-technology and medium-high-
technology industries (throughout this thesis we refer to both as ‘high-tech SMEs’).

Table 3.3 Industry classification (source: OECD, 2001)

Included in this study Excluded from this study
Code High technology industries Code Medium-low-technology industries
353 Aircraft and spacecraft 23 Coke, refined petroleum prod., nuclear fuel
2423 Pharmaceuticals 25 Rubber and plastic products
30 Office, accounting and computing machinery 26 Other non-metallic mineral products
32 Radio, television and communications equipm. | 351 Building and repairing of ships and boats
33 Medical, precision and optical instruments 27 Basic metals

28 Metal products, excl machinery & equipm.
Medium-high-technology industrics Low-technology industries

31 Electrical machinery and apparatus 36-37  Manufacturing and recycling
34 Motor vehicles, trailers and semi-